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another calculator does justice neither to the high technology behind modern calculators nor to the

software programs.

A positive way to think of mathematical software as a tool for the masses is that it not only helps those

masses solve their problems directly, but also helps facilitate communications in the mathematical sci-

ences. The traditional system of formal printed communication through journal articles and books is

breaking down (cf. [7]), and is being replaced by a more flexible arrangement, with frequent feed-

backs at all levels. Mathematical software was a pioneer in the evolution of this system, with netnews

groups, user mailing lists, user workshops, as well as the more traditional journals, books, and con-

ferences. This has brought leading-edge researchers into closer contact with the mass users, a contact

that seems clearly beneficial.

In conclusion, I continue to be a great fan of computer algebra and mathematical software in general.

They have created an entire environment in which one can work much more productively on a variety

of mathematical, scientific, and engineering tasks. However, it does appear that their role is not to de-

rive a ”theory of everything” through a giant calculation, but at most to act as an aid in the derivation of

such a theory. Experience with computer algebra serves to emphasize again the lesson that computing

can supplement thinking, but can seldom replace it. As the authors of [7] have put it:

Two goals for PSEs [problem-solving environments, including computer algebra systems]

are, first, that they enable more people to solve more problems more rapidly, and second,

that they enable many people to do things that they could not otherwise do.

Computer algebra, and other mathematical software systems, have not allowed top researchers to travel

in space, but have given them, as well as a much broader population, the advantage that a VW Beetle

has over a horse-drawn cart.
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They are also likely to help in the development of add-on packages. Such packages are likely to be

the future of research on mathematical software. I expect there will be many fewer stand-alone sys-

tems, and that they will be confined to specialized applications where the market is small, and there

are special requirements. The resources to provide support for a widely used tool are simply growing

too large for a small academic enterprise to provide. Instead, I expect research groups to concentrate

even more on building specialized packages that work with the widely accepted commercial systems.

When there is enough demand, such add-ons might also be produced by commercial companies, but

the bulk of them will be distributed for free by individuals or small research groups, just as they are

now.

The change of orientation towards the mass market might appear to consign mathematical software to

the role of a glorified calculator. While that is an extreme view, that is probably the right way to think

about it. Most applications of computer algebra, even by leading researchers, fall into this category.

Software is typically used, even by top mathematical researchers, just to provide faster, more conve-

nient way to get an answer that is obtainable by hand. The overwhelming majority of applications

by the hundreds of thousands of users of Mathcad surely fall into this category. There are relatively

few sophisticated applications that use the full power of the algorithms that have been developed with

great effort. The issue is how to react to this state of affairs. We can complain about allowing Boeo-

tians in our midst. However, it seems far better to welcome them, since their presence will provide

the resources and justification for further research on the deeper problems of computer algebra and

other mathematical software. Their presence will require a change in emphasis, though. Most of the

users will know practically nothing about computer algebra, and will often know little mathematics in

general. A major challenge will be to develop systems that are intelligible to them, and also that warn

them when the answers might not be meaningful or appropriate.

We can complain about users not understanding basic mathematical concepts. However, while a better

general education is desirable, it appears inevitable that as mathematical software systems spread, their

users’ level of understanding will decrease. There does not seem to be any way out of this problem.

Our knowledge base is growing so fast that the only way people have to cope is by accepting more

basic things without detailed understanding. The role of computers is to help us manage the increased

complexity we face, and mathematical software is one of the most useful tools at our disposal. While

it seems appropriate to think of mathematical software as a slightly glorified calculator, calling it just



solved, we have to work harder for each incremental gain. On the other hand, there is substantial pay-

off from work in areas (such as user interfaces) that do not require deep technical insights. The greatest

rewards go for work directed at the mass market, not at the scientific and technological elite. What this

evolution calls for is not despair, but a reassessment and redirection. Traditionally, computer algebra

systems were written by experts for experts. Now they are beginning to be dominated by the masses.

These are the masses of scientists and engineers, so they do have some technical sophistication. Still,

they are masses that have little knowledge or interest in learning about computer algebra. Their influ-

ence is visible in the evolution of commercial software packages. The emphasis is on graphical user

interfaces, display capabilities, and typesetting of reports. This is not dissimilar to what is happen-

ing in other areas, such as operating systems, where novel software written in university settings has

marginal influence, and commercial systems written for the business market dominate, even though

they are based on old and often inferior concepts.

What I envisage for computer algebra for the next few decades is a continuation of the trend we al-

ready see. Among the major computer algebra systems, this trend was taken into account earliest and

most fruitfully by Mathematica, which has as a result achieved the largest market share of the ma-

jor computer algebra systems. In numerical analysis, Matlab was the pioneer in this direction. The

mass market is likely to dominate. In particular, there is likely to be a convergence of computer al-

gebra systems with those from number theory, group theory, statistics, and numerical analysis. Most

users will not care about the differences in these fields. They will be thinking simply of mathematical

software that can solve their problems with a minimum of trouble. We can already see commercial

vendors reacting to the pressure from these users, with numerical analysis tools like Matlab adding

some symbolic capability, and symbolic packages extending their numeric functionality. Further, all

vendors are expanding enormous energy on graphics, to enable users to understand and present their

results better. All these systems appear to be converging to the same form. I expect these trends will

result in a dominance of the market for mathematical software by very few commercial systems, since

the economic concepts of network externalities and increasing returns will apply. These systems will

offer access to the full range of mathematical software capabilities, and will be similar to each other.

Protocols such as MathLink and OpenMath provide formats for exchanging mathematical objects be-

tween different systems, and therefore allow users to access a variety of systems without learning about

each one. They are likely to smooth the path to the evolution towards a few dominant main systems.



into human thought. Those hopes are nowhere close to being realized. Not only that, we cannot even

say that computer algebra has produced any great breakthroughs of the conventional type, say by grind-

ing through a giant computation and coming up with a simple mathematical or physical law such as
� �������

. There have been significant applications, but no spectacular ones. Moreover, usually it

is impossible to claim that the results achieved with computer algebra could not have been obtained

without it.

Not only has there been a lack of breakthroughs, progress on the whole has been disappointing. The

gains in computational power and usability of computer algebra systems have come primarily from

general progress of computer technology. There have been no big algorithmic advances in computer

algebra recently that have affected several disciplines simultaneously. The LLL algorithm was in-

vented over a dozen years ago. Gröbner bases, which underlie much of the recent progress in com-

putational algebraic geometry, are over 30 years old. There have been major advances, for example

in integration, or in indefinite summation and proving combinatorial identities [15]. However, these

advances appear to be utilized primarily by experts, and are slow to be incorporated into working sys-

tems. Furthermore, the huge scope of computer algebra systems means that a single advance is not

likely to affect a typical user unless it is either in a very basic part that is used by almost everyone (such

as simplification), or is in a specialized area that is important to that user. Thus to improve the overall

perception of usability of computer algebra systems, we need many substantial advances spread over

many subfields. Those advances are not on the horizon. Just the opposite is true, since we have indica-

tions, based on long experience, heuristics, and even some rigorous proofs, that many of the important

problems are really hard. Exponential complexity is hard to cope with.

Mathcad, a widely used mathematical software package, has some symbolic algebra features in it (and

can invoke Maple to some extent in its premium version). A depressing thought is that this package

probably would not have been any different had there been no research in computer algebra in the

last 20 years. A similar situation prevails in other areas. The Numerical Recipes books are selling

incredibly well, even though researchers in numerical analysis regard them as obsolete. However, they

do contain a variety of useful algorithms in an easy to use format, and that is good enough for most

applications.

The revisionist view of computer algebra presented above is one of many that argue that the role of

research is changing (cf. [13]). As the scale of the research effort grows, and the easy problems are



facets of our lives. As computers are becoming more powerful and more widespread, researchers in

all fields are drawn to use computers for a variety of reasons. Sometimes it is to use email, or typeset

their own papers. In other cases their jobs have evolved so that they absolutely require the use of com-

puters. In still others, it is the availability of software tools, such as those in computer algebra, that

is critical. Once they are hooked on computers, researchers tend to stay hooked, and use more tools

as they learn how helpful they can be. This also helps increase their appreciation of the intellectual

value of the effort that underlies the technology they use. This same process operates in computer al-

gebra, computational number theory, computational group theory, computational algebraic geometry,

numerical analysis, statistics, and other areas. It is easy to argue (as I will do in the next section) that the

boundaries between these fields are fuzzy, and are rapidly disappearing, at least from the perspective

of prospective users, who are beginning to think just of mathematical software.

The evolution of computer algebra systems is brought to mind most vividly by recalling what they were

like 25 years ago, just as I arrived at MIT. In those ”ancient” days, there were already many programs.

However, most were special purpose systems, were mostly batch-processing based, and depended on

particular hardware and software configuration. Even Macsyma, which was then the most general

system, and the most powerful one, and was interactive, was only available locally. It ran on a machine

that was puny by today’s standards, that crashed frequently, and had to be accessed through a slow

printing terminal. I vividly remember a discussion during a break at the 1976 SYMSAC conference,

where most of us listened with great longing and not a little incredulity as Joel Moses described the

idea of a portable briefcase-sized computer with a screen display that could run Macsyma. Well, we

have had such computers, each more powerful than the machines that Macsyma ran on in the 1970s,

for half a dozen years. Moreover, we now have systems such as Macsyma, Maple, and Mathematica,

that are available on many platforms, and are used by hundreds of thousands of people. Further, these

systems are much more powerful than those of a quarter century ago. For example, it is now possible to

provide high level specifications of certain algorithms and obtain an automatic analysis of their average

running time [5]. We have advanced far.

3. The Future (and Another View of the Past)

While there has been progress in the last 20-30 years, just how significant has it been? Some of the

roots of computer algebra lie in AI, and in the hope that symbolic computation would lead to insights



although sometimes memory constraints were also important, and occasionally there were questions

about the rigor of the computations.)

I have written one paper explicitly about applications of computer algebra systems [11], in that case

largely to problems in mathematics. I could easily write several more, based just on my own work. The

point of mentioning this is to emphasize that I am not a totally unbiased observer, but an enthusiastic

and grateful user. Computer algebra has given me many insights that I might not have had otherwise,

and has made me much more productive as a researcher.

2. The Past

The scope of this note does not allow for a comprehensive overview of computer algebra. Unfortu-

nately, there does not seem to be any single source that one could point to that would present a survey

similar to that in the two articles by Calmet and van Hulzen in [1]. Those articles are still interesting to

read, but they are both obsolete since there has been rapid development in the last 15 years. However,

there are numerous books and surveys that can be consulted, such as [2, 3, 4, 6, 8, 9, 10, 14, 16, 17].

Computer algebra is usually traced to the 1950s. In principle, though, most of the pioneers of comput-

ing, starting with Augusta Ada Byron, understood that symbolic computations were possible on any

digital machine. By now, this is known universally, and computer algebra is an established field. The

proliferation of books on it (of which there are many more than those listed above, especially if we

start including the numerous how-to manuals, and not just the serious textbooks) shows the vitality of

the field. Further evidence of this vitality is provided by the annual ISSAC conferences, by the thriving

Journal of Symbolic Computation, and by the numerous computer algebra papers that appear in a va-

riety of other conferences. Advances, both theoretical and practical, have been numerous. Algebraic

simplification, integration, polynomial and integer factorization, and solving differential or nonlinear

equations are all much better understood today than they were two or three decades ago.

Computer algebra has attained substantial stature in the intellectual community. The reasons are sim-

ilar to those that have led to higher evaluations of other areas of computational science, which used to

struggle for respect in the academic hierarchy of prestige. Passage of time has shown that the prob-

lems in these areas are interesting and hard, and the results nontrivial. Most important of all, we are

moving rapidly towards the digital age, and computer and communication networks are affecting all



COMPUTER ALGEBRA AND ITS APPLICATIONS:
WHERE ARE WE GOING?
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Abstract

Computer algebra is over 30 years old. It has a record of major theoretical advances as well as im-

portant applications. What about the next 30 years? They are likely to see a continuation of the trend

towards providing tools accessible to large populations, as opposed to aiming at a select group of

leading researchers.

1. Introduction and Disclaimer

Speculation about the future, even informed speculation, is inherently uncertain and subjective. Since

speculating is what this note is about, I decided also to be subjective about the past. The historical

view that is offered below is only a set of personal impressions, not a scholarly study.

I have never been part of the mainstream computer algebra community. On the other hand, I have

been on its periphery since the beginnings of my scientific career, as a graduate student at MIT in the

early 1970s. I was fortunate enough to be at what surely was then the most active research center in

computer algebra, and had access to Macsyma. I used Macsyma in several research projects, including

my Ph.D. thesis, where it helped to improve and strengthen my results (which used analytic methods

to prove estimates in algebraic number theory). Ever since that time, I have been an enthusiastic user

of several computer algebra systems. While I do have a couple of papers in computer algebra (some

purely theoretical, some that have influenced implementations), my influence on this area has been

slight, and probably due mostly to the bug reports, complaints, and suggestions that I have made. On

the other hand, computer algebra has had a major influence on my own research work. I have not only

used several of the major systems, but have written innumerable special purpose programs for various

types of symbolic and related computations, computations that I could not do using available computer

algebra systems. (The main reason for writing the special purpose codes was to achieve higher speed,
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