Financial Mathematics
Conditional expectation




Conditional exp. of a PCRYV, given an event
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We win if Y(w) turns out to be 1. 1 092

If we win, then the amount we win is X(w).
During the 10% of the time that we win,
20% of that time, we win 1/2
and 80% of that time, we win 1.

Let's start with an example. ..




Conditional exp. of a PCRYV, given an event
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We win if Y(w) turns out to be 1. 1 092

If we win, then the amount we win is X(w).
During the 10% of the time that we win,
20% of that time, we win 1/2
and 80% of that time, we win 1.
Expected winnings, given that we win:

(20%)(1/2) 4 (80%)(1) = 0.9




Condltlonal exp. of a PCRYV, given an event

Expected winnings, given that we win:
(20%)(1/2) + (80%)(1) =10.9




Condltlonal exp. of a PCRYV, given an event
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= {w € §2|Y(w) =1}
the conditional expectatlon of X given W

A

Expected winnings, given that we win:
(20%)(1/2) + (80%)(1) = 0.9




Conditional exp. of a PCRYV,
given another PCRV
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Conditional exp. of a PCRYV,
given a partition

15




0.4- ............................... . .

X

—1.2¢ o

X(Q) = {—1.2,0.4}

xX—1(=1.2) =[0,0.5)
x—1(0.4) =[0.5,1]

Definition:
Let V be a PCRV. The partition of V is
Pyl:i={V1i(y) |y e V(Q)}.

eg..P:=Px=4{ [0,05) , [0.51] }

IS the partition of X 16




X/

|
1L, . . :The partition
:of X or
; . of X' s
: o
- © 1 {[0,0.5),
— 14 O : [0'57 1]}

X(Q) ={-1,1

(X")~1(-1) =[0,0.5)
(X"~1(1) =[0.5, 1]

Definition:
Let V be a PCRV. The partition of V is

Py

= (Vi) |y € V().

eg..P:=Px=4{ 0,05 , [051] }

is the partition of X or X/. |V
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||
{[0,0.5),
[0.5,1]}

'The partition
:of X or
of X' s

|

- {[0,0.5),

. [0.5,1]}

X(Q) ={-1,1

(X")~1(-1) =[0,0.5)
(X"~1(1) =[0.5, 1]

Definition:

Let V be a PCRV. The partition of V is

Py

= (Vi) |y € V().

eg..P:=Px=4{ 0,05 , [051] }
is the partition of X or X/. |-
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Let V be a PCRV.

1
_____________ 1|20 = |[E[VI|I] = — | V(w) dw.
Definition: 1] /T
Let O be a partition of 2 := [0, 1] by intervals.
Vw € Q2, let |Qul be the unique set in O

such that w € Q.
Then [E[V]Q] is the fh w — E[V|Qu] : 2 — R.

P:={ 10,05) , [051] }
g Evie -
i 75 i |
5—0.8* o i 20




Let V be a PCRV.

1
_____________ 1170 = [EVII]:= | V(w)dw.

Let Q be a partition of 2 := [0, 1] by lintervals.
Vw € Q2, let |Qul be the unique set in O
such that w € Q.

Then [E[V]Q] is the fh w — E[V|Qu] : 2 — R.

Fact: E[V|Q] is a PCRV.

Definition: Let V,W be PCRVS.
Let P be the partition of W.

Then [E[V|W]|:= E[V|P].

Difficulty: Sets in P might not be intervals.
They might be fUofIs. 21

(finite unions of intervals)




Let V be a PCRV.

1
_____________ 1|20 = |[E[VI|I] = — | V(w) dw.
Definition: 1] /T
Let Q be a partition of 2 := [0, 1] by fUofIs.
Vw € Q2, let |Qul be the unique set in O
such that w € Q.

Then [E[V]Q] is the fh w — E[V|Qu] : 2 — R.

Fact: E[V|Q] is a PCRV.

Definition: Let V,W be PCRVS.
Let P be the partition of W.

Then [E[V|W]|:= E[V|P].

Difficulty: Sets in P might not be intervals.
They might be fUofIs. 22

(finite unions of intervals)




Let V be a PCRV.

1
_____________ | I|=0 = |E[V|I] :=7 V(w) dw.

Let Q be a partition of 2 := [0, 1] by fUofIs,
Vw € 2, let |Qu| be the unique set in Q___
such that w € Q,,. [lofsize=>0

Then [E[V]Q] is the fh w — E[V|Qu] : 2 — R.

Fact: E[V|Q] is a PCRV.

Definition: Let V,W be PCRVS. . |t
Let P be the partition of W. ¥ nive dvesy" 7
Then [E[V|W]|:= E[V|P].

New difficulty: Some sets in P might have
size = 0. >3
More on this later.




Definition: a.e. constant =
|l et V be 3 PCRV.|COnst. except at finitely

Let Q be a partition of [0,1]. [ Many pts

We say that V is O-measurable
TV is a.e. constant on each set in O.

Idea: If Tyche picks w € [0, 1]
and tells me which set in O contains w,
does that determine V(w) a.s.?

Think of a partition as being like

a question we might pose to Tyche.
Its answer reveals information about w,
but typically doesn't tell us w exactly.

[T the answer to “Which set in O contains w?”
a.s. gives enough info to answer “What is V(w)?",

then we say that V is O-measurable. 24
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If not, we can try to find the ‘closest” PCRV
to V that is O-measurable.

If the answer to “Which set in O contains w?"”
a.s. gives enough info to answer “What is V(w)?",
then we say that V is O-measurable. 25
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P.=Py={ [0,05) , [05,1] }

 Then X is P-measurable, but Y is not.
IT we try to make Y into a P-measurable

PCRYV, without changing its expectation
on any set in P, we get E[Y|P]. 2




Let V be a PCRV. Let W be a PCRV.

In the plane,

dist((1,2),(6,5)) = /(6 — 1)2 4 (5 — 2)?

27




Let V be a PCRV. Let W be a PCRV.

. . . Let's start
Goal: Interpret E[V|W] as a minimizer. with an

example.

In the plane,
dist((1,2),(6,5)) = /(6 — 1)2 4 (5 — 2)?

Def'n: For any two PCRVs, A and B,
dist(A, B) 1= \/fol ([A(w)] = [B(w)])?  dw

= E[ (A—B)2 |
_____________ =lA=Blgp

Def'n: For any PCRV X,
| X2 = VE[ X2 ] .




Let V be a PCRV. Let W be a PCRV.

. . . Let's start
Goal: Interpret E[V|W] as a minimizer. — with an
A EAPE
Coo14 o .
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'1.1 ? * '
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V I 1’ R O I
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S . X, 0w
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Average V over each of the level sets of W.

29




(z, on [0,0.45)
x, on [0.45,0.5)
y, on [0.5,0.75)
'y, on [0.75,1]

>4
:1'5 ~~~~~ R o £ : VPW—mel
I1.1 ..... o I PCRVs X,
V l 1 o8 o l
' re ° ! X — V”ﬂ
: Y ® L : |V
| 0.45 0.5 0.75 1 : U—Vl2




1, on [0,0.45)
2, on [0.45,0.5)
y, on [0.5,0.75) 1, on [0.5,0.75)
'y, on [0.75,1] 2, on [0.75,1]
r—1, on [0,0.45)

r— 2, on [0.45,0.5)

y—1, on [0.5,0.75)

y—2, on [0.75,1]
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IX —V]IZ, = E[(X —V)?]
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0.25
0.25

_O 45(x — 1)+
0.05(z — 2)240.25(y — 1)2+0.25(y — 2)2
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Let V be a PCRV. Let W be a PCRV.
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Problem: Some of the level sets may have length = 0.




Let V be a PCRV. Let W be a PCRV.

|
: 1 o °
|
|
[e]
| 1
W : ‘0.5 1
|
=t o
--------- 1-=-=-f- """ " s - - — -
e 2+ o U 1Goal:
11.0,, [ -
PN : 5 | V'Py-mshbl
17w 1 PCRVs X,
V4 ! 1% o8 o !
| | X — V||L2
| | |\/
| |
| 0.45' 05 075 11 F U = V2

Average V over each of the level sets of W.

that have positive length. | ss
Problem: Some of the level sets may have length = 0.




Let V be a PCRV. Let W be a PCRV.

|
: 1 o °
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[e]
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V | 1 O
| X — V||L2
| \Y
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Average V over each of the level sets of~W
that have positive length. | se
Make any choice you want on the rest.




Let V be a PCRV. Let W be a PCRV.

!
: ° !
l
!
| H
| ‘0.5 1
!
!
: — 1< O

24 o ~U=E[V|W]a.s.
:1.5 ..... N »3 Warning: In this
L1 Al B situation, there’s
| 1 ° no specific PCRV
! VW], we have
: - : : a choicel
| 0.45°°0.5 0.75 1

Average V over each of the level sets of~W

Make any choice you want on the rest.

that have positive length. | s7




Let V be a PCRV. Let W be a PCRV.

|
: 1 o °
|
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:1-5 ..... R [¢] ~2 Warning: In this
L1 Al [e] situation, there’s

V bl 2% ? no specific PCRV
! E[V|W]; we have
: : : -, a choice!
| 0.45 0.5 0.75 1

Average V over each of the level sets of W
that have positive length. | ss
Make any choice you want on the rest.




The Tower Law
Definition: Let P and Q be partitions of [0, 1].
We say that P is finer than O if:
VP eP, 1Q € Q s.t. P C Q.

It “Which set in /P contains w?" gives enough
info to answer “Which set in O contains w?",

then we say that P is finer that O.

Note: P is finer than O implies
any O-measurable PCRYV is P-measurable.

[T knowing P tells us Q
and if knowing QO tells us the PCRYV,
then knowing P tells us the PCRV.| *




The Tower Law
Definition: Let P and Q be partitions of [0, 1].
We say that P is finer than O if:
VP eP, 1Q € Q s.t. P C Q.

Note: P is finer than O implies
any O-measurable PCRYV is P-measurable.

The Tower Law: Let V be a PCRV.

Let P and Q be partitions of [0, 1] by fUofIs.
NMissume that P is finer than 9)lies

any O-measurable PCRYV is P-measurable.

40




The Tower Law
Definition: Let P and Q be partitions of [0, 1].
We say that P is finer than O if:
VP eP, 1Q € Q s.t. P C Q.

Note: P is finer than O implies
any O-measurable PCRYV is P-measurable.

The Tower Law: Let V be a PCRV.
Let P and Q be partitions of [0, 1] by fUofIs.
Assume that ‘P is finer than O.

Then E[ E[VIP] | 2 | = E[VI]Q].

The idea: Forcing P-measurability is weaker
than forcing O-measurability,

41

so doing both is redundant.




PCRV i Distribution

11 . L1 i Ci[ 1 12

/a4 1/2 34 1 :
— 1< ‘o) i —1 1/2

___________________________ S

1 — R O Gl 1 1

/4 12 3/a T i
—]1¢—o0 ——0 : —1 ]_/2

Note:C7 and C» are identically distributed,
but are not equal.

42




PCRV  Distribution
1 ———0 O_OCQ i CQ 1 1/2
T :
___________________________ S
1 O———0 -+ - OO -+ - - Qe o—oC3 : C3 1 1/2
R
—]1¢—o:0—0::::2:0——0::::::0—0 : —1 1/2
Note:Cq, Co, U3 are|i.i.df~ =

independent,
identically

distributed




Note: Cq, Uy, U3 are

l.1.d.

independent,
identically
distributed

Continuing, we can form an i.i.d. sequence
017027037047057'“

of PCRVSs,

Note: 'y, Cy, (3 are

l.i.d.

iIndependent,
identically
distributed

44




_ i i independent,
Note: Cq, Cp, C3 are|i.i.d~ identically

distributed

Continuing, we can form an i.i.d. sequence
C1,05,C3,C4,Cs, ...
of PCRVs, modeling a sequence of coin-flips:
Tyche picks w € 2 := [0, 1] at random.
She reveals C1(w), and invites us
to guess at Chr(w).
Suppose she reveals that Cq(w) = 1.

Can you make an educated guess
about Cr(w)?

45
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Note: Pr[Co = —1|C4

1] — Pr[OQ — _1] 46




Note: Cy, Co, C3 are |i.i.d independent,

o identically distributed
but are distinct.

Continuing, we can form an i.i.d. sequence
Cla 027 037 C47 C57 K

of PCRVs, modeling a sequence of coin-flips:
Tyche picks w € 2 := [0, 1] at random.
Knowledge of any finite number

of Cl(w), Cz(w), e

tells us nothing about any other.
Knowledge of any finite number

of coin flips
tells us nothing about any other.

a7




o (1) —

x(2) = [él + C1l/V2,
X_<3> = [C1 + Ca + C3]/V3,

Central Limit Theorem: test function
vcontinuous bounded f : R — R,

(n) L - x e_x2/2 T
Jim BN = [ [f@)]le"/?] da.
‘Definition:

A PCRV approximation is a sequence
X x(@2)  of PCRVs such that,
vcontinuous, bounded f: R — R,

the sequence E[f(XIN], E[f(X ()], ...

48

IS convergent.




Definition:
A PCRYV approximation is a sequence
X x(@2)  of PCRVs such that,
Ycontinuous, bounded f: R — R,
the sequence E[f(XIN], E[f(X ()], ...
IS convergent.

Key goal of probability theory:
Define random variable and expectation

in such a way that, YPCRYV approximation,
x x@2) x@)

-a random variable Y such that

Ycontinuous, bounded f: R — R,

ELF (XN ELF(XCH] E[F(XB)], ...

~ E[f(V)].[#




Definition:
We say X1 x(2) v in distribution
If, Ycontinuous, bounded f: R — R,
E[f(XIN]E[F(XE)]EF(XP], ...
— E[f(Y)].

Key goal of probability theory:
Define random variable and expectation

in such a way that, YPCRYV approximation,
x x@2) x@)

-la random variable Y such that

Ycontinuous, bounded f: R — R,

ELF (XN ELF(XCH] E[F(XB)], ...

~ EF())]=




Definition:
We say X1 x(2) v in distribution
If, Ycontinuous, bounded f: R — R,
E[f(XIN]E[F(XE)]EF(XP], ...
— E[f(Y)].

Key goal of probability theory:
Define random variable and expectation

in such a way that, YPCRYV approximation,
x x@2) x@)

HJa random variable Y such that
XM x@2) x@B) Yy in distribution.

51




e.g.: X(l) — 1
x) =[C1 + Cal/V2,
X3 =[C1+ C2+ C3]/V3,

"Central Limit Theorem: test function
Ycontinuous bounded f: R — R,

(n) T —22/2
MM BN = o [ @)l P da,
Remark: random variable
"Random variables” and “expectation” 7

with sophisticated def'ns, give rise to a
-/ s.t., Ycontinuous, exp-bdd f: R — R,

standard
normal RV E[f(Z)] —

vzl

RV

T @) e */?) da

52




e.d.. X(l) — 1
x) =[C1 + Cal/V2,
X3 =[C1+ C2+ C3]/V3,

"Central Limit Theorem: test function
vcontinuous bounded f: R — R,

im E[f(x™M)] = T @) [e /) da

1
e \/%/—oo
E[f(XIN]E[F(XCH]LE[F(XBEN], ... — E[f(2)]
IN distribution.

X x@2) x@)

T @) e */?) da

(== [

53




Deterministic conditional expectation

E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

< IS obvious
Pt of =
E[X|]Y] = E[ E[X|]Y]] as.
= E[X] QED

Power Tower Law

54




Deterministic conditional expectation

X Is independent of Y
implies  E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

U Y~ 1(b)

beT

Want: E[X]|Y] = E[X] on Qg




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

Pf: Say X is independent of Y.

Let T :={be R|Pr[Y = b] > 0}.
Let T :={b e R|Pr[Y = 0] > 0}.

=« -— Q(J * \vY/
Qo= (J Y (b)
beT
Want: E[X]|Y] = E[X] on Qg
Fixbe'.

56

Want: E[X]|Y] = E[X] on Qg




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

Pf: Say X is independent of Y.
Let T :={b e R|Pr[Y =b] > 0}.

Q= J Y1)
beTl’

Want: E[X]|Y] = E[X] on Qg
Fix belT.
Want: E[X]Y] = E[X] on Y~1(b)

S7




Deterministic conditional expectation

X Is independent of Y
implies  E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

Pf: Say X is independent of Y.
Let T :={be R|Pr[Y = b] > 0}. Fix bel.

i T e E
T
Fix beT. '
58

Want: E[X]Y] = E[X] on Y~1(b)




Deterministic conditional expectation

X Is independent of Y
implies  E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

Pf: Say X is independent of Y.
Let T :={b e R|Pr[Y =b] > 0}. FixbeT.

For E[X]Y], avg X on the
nonnull level sets of Y,
and make choices on the rest

1
X
'Y —1(b) /Y—l(b)

Want: E[X|Y] = E[X] on Y1(b)




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T:={beR|Pr[Y =b] >0}. FixbeT.

X = E[X]

Nnt: 1 /
1Y =1()| Jy-1()

Y — 1(b)|/ 1(b\

Y7() = [T X Y@l n Y 1(b)] 60
Wan acsS o




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X]|Y] = E[X] a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T':={b e R|Pr[Y =b] > 0}. Fixbe.

X = E[X]

Nnt: L /
1Y =1()| Jy-1()
[
1
X
IY‘l(b)I Z/ X=1(a)]N[Y=1(b)]

X =a on X 1(a)

@l 61
Y- 1(b)| Z/ ~LH(@)IN[Y ()]




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X]|Y] = E[X] a.s.

Pf: Say X is independent of Y. Let S := X ().
LetT-—{beR\Pr[Y:b]>O}. Fixbe'.

Want: = E[X] —a = E[X]

Y~ 1(b)l Z/[X L(a))nLY —+(b)]

Y- 1(b)l Zf LIy 1)) ”




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X]|Y] = E[X] a.s.

Pf: Say X is independent of Y. Let S := X ().
LetT-—{beR\Pr[Y:b]>O}. Fixbe.

Want:

= E|X
- 1(b)| ZJ[X iy @ T B

1

. 1
Y —1(b)] GEZSa /[Xl(anm[Yl(b)]
1 [

—1 —1
|Y_1(b)| Z a- |[X (a’)] A [Y (b)” 63

acsS




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X]|Y] = E[X] a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T':={b e R|Pr[Y =b] > 0}. Fixbe.
1

VVant:|Y_1(b)| a;g a-|[X Ha)] N[y = E[X] E[X]
. [
Priy — b] Z a-Prl(X =a)& (Y =b)]
1 1 ~1
|Y_1(b)| a;g a- |[X (a’)] a [Y (b)” 64




Deterministic conditional expectation

X Is independent of Y
implies  E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T:={beR|Pr[Y =b] >0}. FixbeT.
1

o B I =
1 |
PIY = b] a%:s a-PritX = a)& (Y =b)]

[
> a Pri(X =a)|(Y =b)] o

aEsS




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X|Y] = E[X]a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T:={beR|Pr[Y =b] >0}. FixbeT.

Want: Y a-Pri(X = a)|(Y =b)] =E[X] = E[X]

Z Q- PI’[(X:CL)KY:b)] 66

aEsS




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X]|Y] = E[X] a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T':={b e R|Pr[Y =b] > 0}. Fixbe.

Wantzz a-Pri(X =a)|(Y =0b)] = E[X]

aceS X =aon X 1(a)
X QX a%;g/X_l(a) C%S,J)(—l(a)a
- . 1 — . X_l -
Y0 frgyt= Lo X @




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X]|Y] = E[X] a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T':={b e R|Pr[Y =b] > 0}. Fixbe.

Wantzz a-Pri(X =a)|(Y =0b)] = E[X]

acS
E[X]
ElX] =Y a- X a) = a-Pr(X =dq]
acS

acs N
— L a- |X (a)] 68
acS




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X]|Y] = E[X] a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T :={be R|Pr[Y =b] > 0}. Fixbe'.

Wantzz a-Pri(X =a)|(Y =0b)] = E[X]

acsS

E[X] Know: » a-P=2Y a-Pr[X = d]
acS acS

69




Deterministic conditional expectation

X iIs independent of Y
implies  E[X]|Y] is deterministic
iff E[X]|Y] = E[X] a.s.

Pf: Say X is independent of Y. Let S := X ().
Let T :={be RNr[Y = b] > 0}. Fixbe'.

Wantzz a-Prl[(X =a)Y =0b)] = E[X]

acsS
equal QED

Know: Y a-[Pr[X =a] = E[X]
acS

70




Deterministic conditional expectation

X Is independent of Y
implies  E[X]Y] is deterministic
iff E[X|Y] = E[X]a.s.
implies E[XY] = (E[X])(E[Y])
iff Cov[X,Y] =0
iff X and Y are uncorrelated

IOU

Cov[X,Y] = (E[XY]) — (E[X])(E[Y])

Deterministic conditional expectation is
logically “between”

iIndependent and uncorrelated.

71




Deterministic conditional expectation

X Is independent of Y
implies  E[X]|Y] is deterministic

E[X|Y] = E[X] a.s.
OVimplies  E[XY] = (E[X])(E[Y])

Does E[X]|Y] constant

. NO.
imply X is independent of Y7 ©

Does E[XY] = (E[X])(E[Y]) NO.

Imply E[X|Y] — E[X]? 72




Deterministic conditional expectation

E[X|Y] = E[X] a.s.
OVimplies  E[XY] = (E[X])(E[Y])

______ /é ________71______-_____ e e e e e e e e - -
Pf E[XY] = E[ E[(XY)|Y] ]
= E[ Y[E[X]Y] ]
= E[ Y-E[X] ]
= E[X]-E[Y] QED

Fact: If A is measurable w.r.t. the partition of C,
IOU " then E[(AB)|C] = A - E[B|C] a.s. 73




Taking out what you know

Ele] is R-linear,
j.e., E[sX +tY] = s(E[X]) + t(E[Y]),
Vs, t € R, YPCRVs X,Y.

Let P be a finite part’'n of €2 by pos msr sets.
Let F := {P-measurable PCRVs}.

FaIcOt:UE[o|73] is F-linear,
i.e., E[(FX+GY)|P] = F(E[X|PD+G(E[Y|P)]),

VF,G € F, VPCRVs X,Y.

e.g. P={Q}|eg.:.G=Y =0

VRV X, Vwe Q, (E[X|P])(w) = E[X]
F = {constant functions on €2}

Fact: If A is measurable w.r.t. the partition of C,

IOU " then E[(AB)|C] = A - E[B|C] a.s. 7




Taking out what you know
E[(FIX)|P] = F(E[X]|P]), if F is P-measurable.
T— F:—A X — B, P:—Po

If you know P, then you know F,
and you g€an ‘“take out what you know' .

Let P be a finkke part’'n of €2 by pos msr sets.
Let F := {P-measurable PCRVs}.

FaIcOt:UE[o|73] is F-Nnear,
i.e., E[(FX+GY)|A = F(E[X|P)+G(E[Y]|P]),

VIRG € F, VPCRVs X,Y.

e.g. P={Q} ey . G=Y =0

VRV X, Vwe Q, (E[X|P])(w) = E[X]
F = {constant functions on €2}

Fact: If A is measurable w.r.t. the partition of C,

IOU " then E[(AB)|C] = A - E[B|C] a.s. 75




Taking out what you know
E[(FX)|P] = F(E[X]|P]), if Fis P-measurable.

If you know P, then you know F,
and you can “take out what you know' .

Let P be a finite part’'n of €2 by pos msr sets.

Let F = {P- measurable PCRVs}.
'Il_do this. You do this.

I: -
aIcOtUE[o|7>] is F "”ear'E[FXUD] + E[ClY|P)Want to
 E[(FX4GY)|P] =
E F,

X|PD+G(E[Y|P]), out
/vYPCRVs X,Y.

Pf: Let F € F, %0 F is corst on sets in P.

Want:E[(FX)|P] = E(E[X]|P])

FiX wo € S2. \ ChNOE s.t. wg € Py
Want: (E[(FX)|P])(wo) = [F(wo)] (E[X\P])(wo ]

Want: E[(FX)[Po] = [F(wo)ll E[X[Po] ]~




Taking out what you know

sg 1= F'(wo) Yw € Py, F(w) = sg
E[(EX)| Pok= E[0X)| Pol
s5lE[X| Po]] .

= [F'(wo)][E[X|Po]] QED

Let P be a fin
Let F:={RV

Fact: E[e|P] is F-linear,

ie., E(FX+GY

ite part’ by pOS msr sets.
s constant\on sets in P}.

)Pl = F(E[X|R]D+G(E[Y|P]),
VE,G ¢ F, YPCRVs X,Y.

Pt Let F e F,

so F'is const on sets in P.

VVant:E[(FX)UZ"] — F(E[X|7D]) on_thi®\ F is const.

FiX wgo € 2.
Want: (E[(FX)

Want: E[(FX)

Choose Py € P\s.t. wg € g
PD(wo) = [F(wo)][(E[X][P])(wo)]

ol = [F(wo)]l E[X|Po] I+




