Financial Mathematics
Central Limit Theorem




Coin-flipping game: Flip a fair coin N times.
N = 2,592,000 IT H heads and T tails,
£(S) = (50008 — 5000) pay f(eHutldy
30 days from now.
expected. payout =: E = 777

Easier problem: .ﬁhmggga\%lliut}e/ Droblome
Compute the probability that
—VN<H-T <VN.




Easier problem: then expepc)rcgga\?zialliut}e/ Bpggﬂgm?,’
Compute the probability that
VN < H—T < +N| DIVIDE BY VN

- / = 0
X=H-T)/VN var?;en?:re] =1
(standard)

standardization of H — T

. . probability problems,
Easier problem. then expected value problems

Compute the probability that
—VN < H-T <+N.




Easier problem:
Compute the probability that

VN < H—T < /NI DIVIDE BY VN

X :=(H-T)/VN

Easier problem after standardization:
Compute the probability that

-1 <X <1.
Hq ;= number of heads after first flip
H> := number of heads after second flip
Hpy = number of heads after Nth flip = H




Easier problem:

Compute the probability that
—VIN < H-T <+vN.

X :=(H-T)/VN

Easier problem after\standardization:
Compute the probability that

—1 < X|I<\1. X is hard . ..

For all integers 5 € [1, V],

H] = number of heads atter j5th flip
T; := number of tails after\jth flip

Dj L= Hj —Tj ‘Easier' Dl\D1/7 Do, Dy
H=Hy, T=Ty, X=Hy-— TN)/\/

=|Dn/VN|




0 1
Dy = Hy—"17:

o 1 05 o
<_ distribution of D;
-5 —1 0.5

keep the distribution [|distribution of T7 — Hy
forget its origin IS exactly the same




Dy = Hy—"17:

0.511

0.54-1

keep the distribution
forget its origin




—0.511 2l = ze—
—>0.54—-1 P - P \/j
(eét]grezsion) Replace z by e~ %
Generating function: (0.5)z 4+ (0.5)z1
Fourier transform: (0.5)e™" 4 (0.5)e
£Eot time ”

COS ¢

0.5 x [ | e|=|cos t + i.simE| 1+
0.5 x [ e~ =|cos t — i.simF| ]




Dy = Hy—"17:

Cannot recover the random variableform

0541 Only its distribution. | | of _the
distribution of D4
0.54-1 IS Cost

Wthe same distribution.

Generating function: (0.5)z 4+ (0.5)z—1

Fourier transform: (0.5)e™ % —I—/(O.S)eit
I/
COS ¢
05x[ e=cost+isint |+ Inverse

Fourier

0.5 x e_it — — 7.SIn
[ cost —isint I 4 ocforml




divide by 7

| = =T What about D{/77
Il
0.5+ 21

0.5 - —1\ z_l\

Generating function:
Fourier transform:

Repl. ¢t by t/7]

et = cos t <+ i sint

e =cost —isint -




—0.541/7 2/ Te—

—0.54-1/7 2z Y %—

Generating function:
Fourier transform:

\What about Dy /77|
Replace t by t/7.

i=+/-1

Replace z by e~
(0.5)21/7 4 (0.5)2~1/7
(0.5)e~ /T 4 (0.5)ett/7

|
cos(t/7)

et/7 = cos(t/7)

6—’£t/7 — COS(t/T) — 1 Sln(t/T) 11

i sin(t/7)




2 0.25
0O 0.25 + 0.25=0.5

—2 0.25
forget its origin keep the distribution
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—0.2542 P —
—0.5 40 20 = 1<
——0.254-2 22—

forget its origin keep the distribution

Generating function:
(0.25)22 + 0.5+ (0.25)z~2

= ((0.5)z 4 (0.5)z=1)7

the generating function
of the distribution A= +/—
of Dq

placeg z by e
Fourier transform: (cos t)? = cos?t
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Goal: X«
What about Dy /N7

Replace t by t/v/N.

DN:HN_TN:

HAVMN ON

Generating function:
NO WAY!!
= ((0.5)z + (0.5)z—H)¥

the generating function
of the distribution N= /—
of Dq

Replacd z by e %

Fourier transform: (cos t)N=|cos™ ¢
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~ _ Goat—X =
X = DN/VN : What about Dy /vN?

Replace t by t/v/N.

HAVMN ON

Fourier transform: cos™ (t/vVN)r+




Generating functions

X =Dpn/VN : Fourier transforms

HHAV/W ON

Fourier transform: cos™ (¢/v/N)

Fourier transform: cos™N (t/vV/'N)




Generating functions
Fourier transforms
Fourier analysis
Spectral theory

> Useful?

X:DN/\/N

HAVMN ON
M ON

Easier problem aft.2 standardization:
Compute the probability that

-1 <X <1.

Exercise: lim cos™ (3/y/n) = e=3%/2

n—aoo

Fourier transform: |cos™N (¢/v/N)
~ lim cos" (t/+/n) T e—t%/2

n—oo

IVerify for t =3




Fourier transform
=D /N : of distr. of X Courier
Fourier transformr—{cos (¢/4/N)| _transform

of distr. of Z
: n —t2/2
lim_ cos (t/v/n e |

¢

Key idea of Certral Limit T heorem:

Let ave distr. with Fourier transf. e—t°/2,
Then Z |S uclosen .to Xﬁln distribution

Fourier transform: cos™ (¢/v/N)

~ lim  cos™ (t/y/n) = e~ t/?

n—oo

18




X = DN/\/N
Fourier transform: cos™ (¢/v/N)

~ lim  cos™ (t/y/n) = e t/2

n—oo

Key idea of Central Limit Theorem:

et Z have distr. with Fourier transf. e_t2/2.

C ' How to find Z7
Then Z is “close” to X. inverse Fourier Transform

\ Its distribution . ..
Easier problem after standardization:

Compute the probability that

Approximately equal to the probability that
-1 < Z<1.
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6_332/2—35' Do this for
infinitesimal all x € R

Key idea of Central Limit Theorem:

et Z have distr. with Fourier transf. e_t2/2.

C ' How to find Z7
Then Z is “close” to X. inverse Fourier Transform

\ Its distribution . ..
Easier problem after standardization:

Compute the probability that

Approximately equal to the probability that
-1 < Z<1.
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Do this for
all x € R

NOTES

Do € {2,0,-2}

distribution supported on three points

Dnye {—N,—N

2 ...,N—2 N}

distribution supported on N 4+ 1 points

By contrast, the distribution of Z
does not have finite support.
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7 3 RV

i Z with
1 6_562/2 dr Do this for «—t}’w\’i's
vV 27T all T E_]:R dist.

"NOTES There's a mistake:

oo‘(
/_ e~ /2 dy — 27

oo\

probability theory: should get 1, not 27«
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1 —a2/2 4. |, Do this for
V2n all x € R

Problem: Compute the probability that
Z =7

7/

Solution: / \/%7 e—T2/2 dp — 0

7\
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Do this for
all x € R

Problem: Compute the probability that

= [@(3)] = [®(2)]
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2
> 1 e~ ¥ /Qd.’B-.ﬁC P —

V2m

Do this for
all x € R

Generating function:

co— 1

A cour /2T

2 .
e~ *°/2 dr = Exercise

Fourier transform: [Verify for t = 3]

.

[

1
\ 27

e~ %2 dy i e—t%/2

Key idea of Central Limit Theorem:

et Z have distr. with Fourier transf. e_t2/2.

Then Z is “close” to X. 2




Do this for
all x € R

2
e T2 dy — o—32%/2

Fourier tr nsform \Verify for t = 3.\

AN W

Key idea of entral Limit T heorem:
et Z have distr. with Fourier transf. e_t2/2.

Then Z is “close” to X. 20




probability problems,

7 then expected value problems
P 1 _—x2/2 . D¢ this for
—=_ ¢ dr|dx 2z
X [Ver Il z€R

Easier problem after stapdardization:

Compute the probability that
-1 <X <1

Approximately equal to the probability that
—/1 < 4 < 1.

Approximate ion: ‘ Berry-Esseen Theorem

1 2 —
[l e P de= [®@IZL,
= 68.27% MW | “




probability problems,

7 then expected value problems
= 1 _—22/2 this for
—=_ ¢ dx dx
X or Il z € R

Easier problem after stapdardization:
Compute the probability that

—1<7€1.

Coin-flipping game: Flip a fair coin N times.
N = 2,592,000 If H heads and T tails,
£(S) = (50008 — 5000). pay f(ufld!),

30 days from now.
.expected payout =: E = 777 -




