Financial Mathematics
Preliminaries to
the Triangular Central Limit Theorem
and a first proof of Black-Scholes



Fact (Second order Maclaurin approximations):
f""is continuous at 0 = Je(z) — 0 s.t.

1@ = @1+ 7O + | L2 22 4+ @)1
error Ee)rm
o(x

Fact (First order Maclaurin approximations):

f"is continuous at 0 =  de(x) — 0 s.t.
‘asz — 0O

f(z) = [£ O]+ [f'(0)]= +

e()]

I

error term

o(x)




Fact (Second order Maclaurin approximations):
" is continuous at 0 =  de(x) — O s.t.

f(0)
f(x) =[f(O)] + [f'(0)]= 4 5 z? + [e(z)]2”.
Special case: £ =1+ z - 5”22 F [e(2)] 22

Corollary: zp, — 0= LA En = ngn) A5 s 00

Jep — 0 st en=1+4zp+ B+ enai

Ty -— 3Tn
Corollary: xnp, — 0 = Oen i— On
2
Jen — 0 st €370 = 1 4 3y, + 220 4 |9epx2

I.e.:
2
96, — 0  s.t. €3 =14 3z, 1 93” + 5n55727,
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Def'n:  |h(x) := 6_372/2/\/2

Def'n: Zn — Z In distribution means:
for any contin., bounded ¢ : R — R,

E[¢(Zn)] — E[¢@D)]. defa. Lo. ..

Replace E[p(2)]
by [ [9(@)][h(a)] da

“Change every Z to x

and then integrate against h(x) dz,
from —oo to .




Def'n:  |h(x) := 6_372/2/\/2

Def'n: Zn — Z In distribution means:
for any contin., bounded ¢ : R — R,

El6(Z)] — | (6@ (@) do.

“Change every Z,, to x

and then integrate against h(x) dz,
from —oo to .

[p(2)] [P (x)] d

— OO




Def'n:  |h(x) := 6_582/2/\/%

Def'n: Zn, — Z In distribution means:

equivalently: continuous, compactly supported

for any cenrtin—bounded ¢ : R — R,
Elp(Z)] — [ 16()]h()] do.

Fact: Z, — Z in distribution
an, — 0 in R
— ZAn + an — Z in distribution.
pf omitted
Fact: Z, — Z in distribution
an — 1 In R
— anZn — 4 In distribution.

pf omitted




Def'n:  |h(x) := 6_372/2/\/2

Qagainst contin, exp-bdd,

Def'n: Z, — Z in distribution means:
continuous, exponentially bounded

for any eenrtir—bounded ¢ . R — R,

ElB(Z)] — | [6@)]h(@)] do.

Fact: Zn — Z in distribution against contin, exp-bdd

an — 0 in R - . . _against contin, exp-bdd
= Zn + an — Z in distribution’

pf omitted
Fact: Zn — Z in distribution against contin, exp-bdd
an — 1IN R - . ~against contin, exp-bdd
— anZn — Z in distribution’ ;

pf omitted




D1/7 )

0.511/7 /7
054-1/7 U7

Generating function:
Fourier transform:

et/7 = cos(t/7)

e~ /7 = cos(t/7) — i sin(t/7) -

Replace t by t/7.
i =+/—1
Replace z by e~
(0.5)21/7 4 (0.5)2~1/7
(0.5)e~ /T 4 (0.5)ett/7

|
cos(t/7)

i sin(t/7)




D1/7: What about D1/77
05417 A7 Replace t by t/7.

0.54—1/7 =z1/7 = =1
Replace z by e %
Generating function: (0.5)z/7 4 (0.5)z=1/7
Fourier transform: (0.5)e~ /T 4 (0.5)eit/7

|
cos(t/7)

The Fourier transf. of the distr. of X/7
IS equal to

[the Fourier transf. of the distr. of X]

t:—t/7| °




Do = Hy —"1I5":

0.2542 22
0.5 40 0 =1
0.254—2 22

forget its origin keep the distribution

Generating function:
(0.25)22 + 0.5+ (0.25)z~2

= ((0.5)z 4+ (0.5)z71)2

the generating function
of the distribution i = +/—1
of Dq

Replace z by e %
Fourier transform: |(cos t)? = cos?t
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Do = Ho — 15 :

0.2542 22
0.5 40 0 =1
0.254—2 22

Fourier transform: (cos ¢)? = cos?t

Note:D» is a sum of two independent PCRVSs.

Fourier transform: (cos t)? = cos?t

11




Do = Hy —"1I5":

0.2542 22
0.5 40 0 =1
0.254—2 22

Fourier transform: (cos t)2 = cos?t

Note:D» is a sum of two independent PCRVSs.
The Fourier transf. of the distr. of either one
IS COSt.

X and Y Iindependent =

the Fourier transf. of the distr. of X 4+ Y
is the product of

q the Fourier transf. of the distr. of X
an 12
the Fourier transf. of the distr. of Y.




Computing the distribution of X 4+ Y
from the distributions of X and Y
IS generally impossible;
you need the JOINT distribution of X and Y.

IT X and Y are independent,
then the joint distribution of X and Y

Is the “product’” of
the distributions of X and Y,
and the distribution of X 4+ Y
can be obtained from
the distributions of X and Y,
by a complicated process called “convolution”.

X and Y Iindependent =

the Fourier transf. of the distr. of X 4+ Y
is the product of

the Fourier transf. of the distr. of X
and 13

the Fourier transf. of the distr. of Y.




More on all that in a later lecture. ..
For now, just remember:

Fourier transf. simplifies convolution
to multiplication.

IT X and Y are independent,
then the joint distribution of
Is the “product”’ of
the distributions of and Y,

and the distribution of X4+ Y
can be obtained fro
sof X and Y,

the distributi
by a complicated process called “convolution”.

X and Y Iindepgndent =

the Fourier transf. of the distr. of X 4+ Y
is the product of

q the Fourier transf. of the distr. of X
an 14
the Fourier transf. of the distr. of Y.

and Y




1 —x2/2 . Do this for
—=—_ e drdx =z
V2T all x € R

\ Generating function:

1
/OO z* e~%°/2 4 — Exercise

— 00 V 27'('

\ Fourier transform:
/ e U e T2 4y = et°/2

—00 \ 27

\ Key idea of Central Limit Theorem:

Let Z have distr. with Fourier transf. e_t2/2.
because:(F. transf. of

1T hen Z is “close” to X.

distr. of X) = e—t%/2[ 15




2
1 o z7/2 g Ay A

V2r

Do this for
all x € R

If the Fourier transforms

of the distributions of PCRVs X4, Xo,...

approach e—t°/2.

then the distributions of Xq, Xo,...
approach the distribution shown above,

l.e., X, — Z in distribution.

Key idea of Central Limit Theorem:
Let Z have distr. with Fourier transf. e_t2/2.

Then Z is “close” to X.

because:(F. transf. of

distr. of X) = e t2/2

16




Def'n: For any PCRV Y, [E[zy]}
—
Fo[Y] = [Féy|:= E[e Y]

IS the Fourier transform
F of the distribution of Y.

zi—e %

IT the Fourier transforms
of the distributions of PCRVs X4, Xo,...

approach e—t°/2.
then the distributions of Xq, Xo,...
approach the distribution shown above,

l.e., X, — Z in distribution.

Key idea of Central Limit Theorem:

et Z have distr. with Fourier transf. e_t2/2.
because:(F. transf. of

Then Z is “close” to X.

distr. of X) = e—t2/2[ 17




Def'n: For any PCRV Y, E[Y]
D
FS[Y] = [Foy]:= Ele ?Y]

IS the Fourier transform
F of the distribution of Y.

—act: Foxr= [Foxlp—iy7 22
—act: ‘F(SCX: [F(SX]t:—mt Foz=e
“act: Xq,...,X, indep. — Foy, oz
F(SXl—I—---—I—Xn — [.7:(5)(1] o [F(SXn] App'y F-1 s
Fact: Foy - e~t/2 O, =07 G

= Y, — Z in distribution. -\

pf omitted, but here’s the idea. ..

Def'n: Let A be a set of PCRVSs.
We say A is identically distributed or i1.d.
T VA, B € A,

18

A and B have the same distribution.




E[A], [Var[A], |ISD[A], [Fo[.A]
are defined as alternate: Fé4

E[A], Var[A], SD[A], Fé6[A], resp.
for any A € A.

Def'n: Vset A of PCRVsSs, Veé€gR,
cAl :={cA|A e A}, c+ Ali={c+ A|A e A}
Fact: If A isi.d., then cA is i.d., c+.A7?
and ElcA] = c¢(E[A])
Var[eA] = ¢?(Var[A])
SD[cA] = |c|(SD[A]).
Def'n: Let A be a set of PCRVs.

We say A is identically distributed or i1.d.
T VA, B € A,

19

A and B have the same distribution.




Def'n: If Aisi.d., then alternate: Fo 4
E[A], [Var[A], |ISD[A], [Fé[A]
are defined as alternate: Fé4
E[A], Var[A], SD[A], Fé6[A], resp.
for any A e A
Def'n: Vset A of PCRVs, Vee€R,
cAl :==4{cA|Ae A}, |[c+A={c+A|Ac A}
Fact: If Aisi.d., then ¢+ A isi.d.,
and Elc+ Al = c+ (E[A])
Var[c + A] = Var[A]
SD|c+ A] = SDJA].
Def'n: Let A be a set of PCRVs.

We say A is identically distributed or i1.d.
T VA, B € A,

20

A and B have the same distribution.




Def'n:[8:= {standard PCRVs}
= {PCRVs X |E[X] =0& Var[X] =1}

Exercise: Show that & is not i.d.

Def'n: Vset A of PCRVsSs, Veé€gR,
cAl :={cA|A e A}, c+ Ali={c+ A|A e A}
Fact: If Aisi.d., then c+ A isi.d.,
and Elc+ Al = c+ (E[A])
Var[c + A] = Var[A]
SD|c+ A] = SDJA].
Def'n: Let A be a set of PCRVs.

We say A is identically distributed or i1.d.
T VA, B € A,

21

A and B have the same distribution.




Def'n:[8:= {standard PCRVs}
= {PCRVs X |E[X] =0& Var[X] =1}

Exercise: Show that & is not i.d.

Hint: Find two standard binary PCRVs
with different distributions.

Fact: If Aisi.d., then
ACS <« E|A] =0 and Var[A4] = 1.

Fact: If Aisi.d., and if ANS # 0, then ACS.

Def'n: Let A be a set of PCRVSs.
We say A is identically distributed or i1.d.
T VA, B € A,

22

A and B have the same distribution.




Def'n:

let

Fact:

2. A

C

suc
and suc

IT Aisi.d., and if n > 1 is an integer

then

For any set A of PCRVSs,

enote the set of all A1+ ---+ Ay
i that Al,,AnEA

N that Aq,...,Ap are i.i.d.

S Ais i.d.,

Fact: If A s i.d.. then
ACS <« E|A] =0 and Var[A4] = 1.

Fact: If Aisi.d., and if ANS # 0, then ACS.

Def'n: Let A be a set of PCRVSs.
We say A is identically distributed or i1.d.

T VA, B € A,

A and B have the same distribution.

23




Def'n: For any set A of PCRVs,
let P-™ Al denote the set of all Ay +---+ Ap,
such that Aq¢,..., A, € A
and such that Aq,..., A, are i.i.d.

Fact: IT Aisi.d., and if n > 1 is an integer
then Z”A is i.d.,

and  E[D"A] = n(E[A]} DIVIDE BY /n
Var[>-" Al =\n(Var[A]) DIVIDE BY n
SD[Y"* A] =\\/n(SD[A])

Fo[™ Al = (FS[A]D™.

Fact: (7 -I-A)—c—l-( A)

Fact: Z”(CA) = c(3 " A) \?E
ar[(X="A) /v/n]

AT/ C

>0

= Vn(E[A])
— Valr[A]

24




Def'n: For any set A of PCRVs,
let P-™ Al denote the set of all Ay +---+ Ap,
such that Aq¢,..., A, € A
and such that Aq,..., A, are i.i.d.
Fact: IT Aisi.d., and if n > 1 is an integer
then S A s i.d.,
and  E[D"A] = n(E[A])
Var[>" Al = n(Varl[A])
SD[>-" A] = v/n(SD[A])
FolXom Al = (Fo[AD™.
Fact: (L4 A) = c+ (2" A)
Fact: YX"(cA) = (O A)

Fact: ACS [Z”A]/\/ﬁg S

renormalized 25

i.i.d. sum preserves and |reflects| standardness




Def'n: Vp,q € [0,1], Vu,d € R, Y

U
<
T¢

st.ptg=1 st. d<u
let ngg be the set of binary PCRVs Y
such that PrlY = u] = p and Pr[Y =d] = q.
Fact: Bgﬁ is i.d.
—act: ¢c2#0 = cBgﬁ = Bf;
act: 0+ B = 17

Fact
Fact

Fact

YMEFA) =c+ (X A)
2" (cA) = (X A)

 ACS < [X"Al/[VnCS

renormalized
I.1.d. sum preserves and reflects standardness

26




specific

let Bg’g be the set of binary PCRVs Y

Def'n: Vp,q € [0,1], Vu,d € R, Y<u
st.p+q=1 s.t.d<uwu
T™~q

such that PrlY = u] = p and Pr[Y =d] = q.
Fact: Bgﬁ is i.d.
—act: ¢c2#0 = ch’d = B‘g’gg’
—act: ¢+ Bpfi” — Bp’“+c

q,d+c D
Def'n: Vp,q € [0, 1], Bg = U Bg:g’ >

st.p+q=1 d<u

X1, XnEUBqd' .:>3(d<u)s.t.Xl,...,Xner;:g

yreyp =2t U By =U X'l




specific

Def'n: Vp,q € [0,1], Vu,d € R, Y<u
st.p+q=1 s.t.d<uwu
T™~q

let Bq’g be the set of binary PCRVs Y
such that PrlY = u] = p and Pr[Y =d] = q.
Fact: Bgﬁ is i.d.

— p,U __ pap,cu
act: ¢c£F=0 = ch’d—Bq,Cd

— : DU __ 1pPUtC
Fact: ¢+ By = B iy, D
Def'n: Vp,q € [0, 1], Bg = U Bg:g’ >

st.p+q=1 general d<u

The iid sum of . : the iid sums of
general binaries S the union of  g5acific binaries.

By =x"U By = U XMB %

d<u d<u




Lemma: If Xes"Bl, «a,BeR, B#0,

then X/go‘ e Y "By,

Proof: Choose u,d € R
p,u
s.t. X € Zan,d'
p,u
Then X —@e " [(Bq’d) _

S|Q

Def'n: Vp,q€[0,1], |Bgli= | B}
st.p+qg=1 d<u B

The iid sum of . : the iid sums of
general binaries S the union of  g5acific binaries.

yrBy =" U By =U "8 [,

d<u d<u




Lemma: If Xes"Bl, «a,BeR, B#0,

g Special case:
Proof: Chogse u,d € R a = E[X],
t. X e Yy BRY, B8 = SD[X].
Then —ae Y
—_— T pa
= 2 Bq,

X—CE 1 D,
SO 3 e > [/8 (B

sl O e o

Uptick/downtick VALUES change, 30

but uptick/downtick PROBABILITIES do not.




Lemma: If Xes"Bl, «a,BeR, B#0,
X —
then 252 € Y1 5y

B Special case:
a = E[X],
8 = SD[X].
X — (_E[X])

Def'n: [XJ

SD[X]
the standardization of X

Lemma: If X ey"pt,

then Xo € " BL.
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Def'n: For any set A of PCRVs,

let P Aldenote the set of all Ay +---

such that Aq¢,..., A, € A
and| such that Aq,...

Def'n: For any set A of PCRVSs,
let [[I"™ A|denote the set of all Ay --

Fact: e A =[["eA,

i.e., exp(D " A) =
Fact: Aisi.d. = ]

and E[]

,Apn are i.i.d

[1"[exp(A)]
[* A s i.d.
[ A] = (E[A])™.

A,

+ An
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