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l We label the nodes row byrow namely
Vij N 1 ci 1 1 j l si je n

Then the five point finite difference method gives a matrix
equation

A b I

where
A 777

and B iiiit it Filmi

Notice that the diagonalentries of A are the same
Then D Id where Id is the identity matrix of CNy anti
Let L and be the lower anduppertriangularpartofA
Jacobi method

Xkt Id D A Xk t D b



Gauss Seidel method

Xk LD Lj Xk t D Lj b
SOR method

Xk LD wLj fl w D tw UjxktwcDwLI.to
where W Wopt Hsintah

For each method we want to find the smallest
k such that

DX xkHs lot Kx XH
where X is the exact solution of which we
compute using MATLAB

The numerical results are as follows



2 Usingthe results we got in class we know the steps we
weneed arez

where T is thetolerance

For our numerical results we can clearly see that thesteps needed

for Jacobi is twiceof Gauss Seidel AndbothJacobiandGSmethod are
increasingwithorderN2which is th This isbecausewhenN 2Nthestepsarequadrupled
Forthesamereason we knowSOR is increasingwithorder N Nextlet'sseethetheov
results

If we compare the theorical results with our numerical results Wecan see
that theyare very close too So our numerical results match with
the theory
3 Xk l wXk1WD D A p t wDb

w Id twId wDA Xkt wDb
Id wDA xktwDb

So Mw Id wDA
Noticethat Mw l w IdtwcId DA and IdDA is theIteration matrixofJacobimet
Therefore if h is an eigenvalue of IdDA
then I l w twd is an eigenvalue ofMw
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Tomake this method converges we need

Is l wt wt s I
2 wet D O

o wCI Ns 2
For our modelproblem the eigenvalues of Id DA are

1 finmath sinnate Ism NEN I

Hence I A sinned 1 sinned
2

Hen Flem new IO w sinning 1sinned

2
o wa 2sinkDate2

Notice that
2 2 2 2

2sinW h I Cos yah I CostaxD ItcosHh

So
o w Fios



4 From question 3 we know

M Mwi
it

II I WitwilId DAI
So if it is an eigenvalueof DA then ill witwill N IFCl wilt
is an eigenvalue of M
For DA we know the eigenvalues are

Amn sihmhzhtsinnhzhwherekm.netI

Therefore I Cl Width71 m are the eigenvalues ofM

Now in order to make our method converge fast than the
original Jacobi method we need to choose twilit such that

f4 Mwi fifth
To make I hold we can require that

IIICI wilt s 1 CI Amy
for any Ism n N l



Obviously if I holds as is true

Notice that I wah AM It cosah
Let a tooth o be Hoos2h
Now let fcxs i.CI Wix in Ca b
Then fois L From what we saw in the error
estimate of gonjuate gradient method we know
Chebyshev polynomial Tdii.IT i is the minimizer

Tetasttai

of the following problem
minmaxlpcxildegpalxeca.bz

Pco l

So if we take
Eliawixs

TCE.SI
Tec Eta

Then maxictwidy sanga Iuml
aedes

This means holds
To be more precise if u w

TeCE
Tec 5

then lutiffghould be the zeros of Chebyshev
polynomial Te I



b
Hence twi atzb tj cosfiz.IT

wi fab tbazcoslziteaIJG.ie
where a I sah and b Husak

Next let us show some numerical results
to compare Jacobi method Cwi D with our weighted

Jacobi method using zeros of Chebyshev polynomial
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