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## SOME EXTREMAL PROPERTIES OF THE BERNOULLI DISTRIBUTION*

S. G. BOBKOV ${ }^{\dagger}$<br>(Translated by A. V. Bulinskii)


#### Abstract

The location of $n$-dimensional Bernoulli distribution is examined within the class of all probability distributions in $\mathbf{R}^{n}$ with finite first moment being an ordered set with the Choquet ordering.


Key words. Bernoulli distribution, comparison of measures after Choquet, boundedness of stochastic processes linearly generated by independent variables
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Denote by $M_{n}$ the class of all probability distributions $\mu$ in $\mathbf{R}^{n}$ having finite first moment: $\int_{\mathbf{R}^{n}}\|x\| d \mu(x)<\infty$. Let $M^{n}$ denote a subclass of $M_{n}$ consisting of product-measures, i.e.,

[^0]the probability measures admitting representation as a product $\mu=\mu_{1} \otimes \cdots \otimes \mu_{n}$ of measures on the real line with finite first moment.

For a pair of measures $\mu, \nu \in M_{n}$, we shall write $\mu \prec \nu$ whenever for any convex function $f: \mathbf{R}^{n} \rightarrow \mathbf{R}$

$$
\begin{equation*}
\int_{\mathbf{R}^{n}} f d \mu \leqq \int_{\mathbf{R}^{n}} f d \nu \tag{1}
\end{equation*}
$$

The order relation $\prec$ was introduced by Choquet [4] (see also [2, p. 279]; [3, p. 29]) for positive measures on convex compact subsets of locally convex spaces. We employ the relation $\prec$ without assumption on support. Note that the integrals in (1) exist (though, possibly taking value $+\infty$ ), since any convex function majorizes some affine function but all the linear functionals are summable with respect to the measures in $M_{n}$.

The main issue of study in this note is the following: what is the location of $n$-dimensional Bernoulli distribution $P^{n}$ within $M_{n}$ and $M^{n}$ viewed as partially ordered sets, that is what kind of measures are comparable with $P^{n}$ ? By definition $P^{n}$ assigns the mass $2^{-n}$ to every point of the discrete cube $\{-1,1\}^{n}$, i.e., it is the $n$th degree of measure $P$ given by $P(\{-1\})=$ $P(\{1\})=\frac{1}{2}$. Set $\mathfrak{U}^{n}=\left\{\mu \in M^{n}: \mu \prec P^{n}\right\}, \mathfrak{B}^{n}=\left\{\mu \in M^{n}: P^{n} \prec \mu\right\}$ so that

$$
\mathfrak{U}^{n} \prec P^{n} \prec \mathfrak{B}^{n} .
$$

Observe at once that two measures have equal means (barycenters), provided that they are comparable in $M_{n}$. Indeed, application of (1) to linear functions $f$ and $-f$ yields equality in (1) for all the linear $f$. Therefore, the measures comparable with $P^{n}$ have zero means. For a measure $\mu$ on $\mathbf{R}$, we denote by $m(\mu)$ (any of) its medians; note in this connection that $\int_{\mathbf{R}}|x-m(\mu)| d \mu(x)$ is independent of the median choice.

Theorem 1. The following relations hold:

$$
\begin{aligned}
\mathfrak{U}^{1} & =\left\{\mu \in M^{1}: \int_{\mathbf{R}} x d \mu(x)=0, \mu([-1,1])=1\right\} \\
\mathfrak{B}^{1} & =\left\{\mu \in M^{1}: \int_{\mathbf{R}} x d \mu(x)=0, \int_{\mathbf{R}}|x-m(\mu)| d \mu(x) \geqq 1\right\} .
\end{aligned}
$$

Theorem 2. One has $\mathfrak{U}^{n}=\left(\mathfrak{U}^{1}\right)^{n}$, $\mathfrak{B}^{n}=\left(\mathfrak{B}^{1}\right)^{n}$ (in the sense of Cartesian products).
We now state Theorems 1 and 2 in terms of random variables. Let $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$, $\eta=\left(\eta_{1}, \ldots, \eta_{n}\right)$ be random vectors composed of random variables (r.v.'s) having finite first moment. In the same way as for measures, denote by $m(\lambda)$ a median of r.v. $\lambda$.

Corollary 1. Given that for all $k=1, \ldots, n$,

$$
\begin{align*}
& \mathbf{E} \xi_{k}=0, \quad\left|\xi_{k}\right| \leqq 1 \text { a.s. }  \tag{2}\\
& \mathbf{E} \eta_{k}=0, \quad \mathbf{E}\left|\eta_{k}-m\left(\eta_{k}\right)\right| \geqq 1 \tag{3}
\end{align*}
$$

one has for any convex function $f: \mathbf{R}^{n} \rightarrow \mathbf{R}$

$$
\begin{equation*}
\mathbf{E} f(\xi) \leqq \mathbf{E} f(\eta) \tag{4}
\end{equation*}
$$

If $\zeta=\left(\zeta_{1}, \ldots, \zeta_{n}\right), \zeta_{k}$ are independent and $\mathbf{P}\left\{\zeta_{k}= \pm 1\right\}=\frac{1}{2}$ (r.v.'s with the law of distribution $P$ ), then conditions (2) and (3) are satisfied simultaneously, so by virtue of (4) for all the convex $f$

$$
\begin{equation*}
\mathbf{E} f(\xi) \leqq \mathbf{E} f(\zeta) \leqq \mathbf{E} f(\eta) \tag{5}
\end{equation*}
$$

The converse claim is also valid: if the first (respectively, the second) inequality in (5) holds for all convex $f$, then (2) (respectively, (3)) is true.

We present another corollary.

Corollary 2. If independent r.v.'s $\eta_{n}(n \geqq 1)$ meet (3), then for any convex $f: \mathbf{R} \rightarrow \mathbf{R}$ one has

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \mathbf{E} f\left(\frac{S_{n}}{\sqrt{n}}\right) \geqq \mathbf{E} f(\lambda) \tag{6}
\end{equation*}
$$

where $S_{n}=\eta_{1}+\cdots+\eta_{n}$ and r.v. $\lambda$ has a standard normal distribution.
Within the class $\mathfrak{A}^{n}$ the distribution $P^{n}$ has yet another extremal property.
Theorem 3. Given the validity of (2), one has for all convex smooth functions $f$ : $\mathbf{R}^{n} \rightarrow \mathbf{R}$

$$
\begin{equation*}
\mathbf{D} f(\xi) \leqq 2 \mathbf{E}|\nabla f(\xi)|^{2} \tag{7}
\end{equation*}
$$

Here $\nabla f$ is the gradient of $f,|\nabla f|^{2}=\sum_{k=1}^{n}\left(\partial f / \partial x_{k}\right)^{2}$.
The constant value 2 appearing in (7) can be sharpened if and only if none of the $\xi_{k}$ has Bernoulli distribution, in which case (7) is fulfilled with the constant $1+\max _{1 \leqq k \leqq n} \mathbf{D} \xi_{k}$ in front of $\mathbf{E}|\nabla f(\xi)|^{2}$. However, when $\xi_{k}=\zeta_{k}$ for some $k$, (7) turns into equality on $f(x)=$ $\max \left(x_{k}+1,0\right)$ (in asymptotic sense, i.e., on some sequence of convex smooth $f_{m}$ converging to $f$ ).

Let $\left(\xi_{n}\right)_{n \geqq 1}$ be a sequence of independent r.v.'s, $\mathbf{E} \xi_{n}=0$, having a common nondegenerate distribution with compact support in $\mathbf{R}$. Let $\left(\eta_{n}\right)_{n \geqq 1}$ be another sequence of r.v.'s with the same properties (but having a different common distribution). Consider two stochastic processes:

$$
\begin{equation*}
x(t)=\sum_{n=1}^{\infty} a_{n}(t) \xi_{n}, \quad y(t)=\sum_{n=1}^{\infty} a_{n}(t) \eta_{n}, \quad t \in T \tag{8}
\end{equation*}
$$

linearly generated by r.v.'s $\xi_{n}$ and $\eta_{n}$, respectively. Here the coefficients $a_{n}$ are arbitrary functions given on a parametric (abstract) set $T$, moreover, the series in (8) are assumed to be convergent a.s. for all $t \in T$, i.e., $\sum_{n \geqq 1} a_{n}(t)^{2}<+\infty$.

Corollary 3. A stochastic process $x(t), t \in T$, is sample bounded, i.e., $\sup _{t \in T} x(t)<$ $+\infty$ a.s., if and only if it is a process $y(t), t \in T$.

If it were true that all the r.v.'s $\xi_{n}$ have $\mathcal{N}(0,1)$-distribution, then (8) would provide the general form of decomposition of a centered Gaussian stochastic process $x(t)$. In that case, the final solution to the problem of establishing necessary and sufficient conditions of boundedness for $x(t)$ realizations was obtained by M. Talagrand (this problem, with some simplifications in proofs, was elucidated in detail by M. Ledoux [1]). In the case of Bernoullian r.v.'s $\xi_{n}$ (the corresponding stochastic process is called Bernoullian by M. Ledoux, see [1, p. 73]) no necessary and sufficient conditions of boundedness are known for $x(t)$. Corollary 3 indicates that in the case of bounded r.v.'s $\xi_{n}$ the problem of establishing conditions for boundedness of $x(t)$ is reduced to studying Bernoullian generating variables.

Proof of Theorem 2 follows easily by induction, if we use the following statement.
Lemma 1. Let $\mu_{1}, \nu_{1}$ and $\mu_{2}, \nu_{2}$ be probability measures in $\mathbf{R}^{n}$ and $\mathbf{R}^{m}$, respectively. Then if $\mu_{1} \prec \mu_{2}$ and $\nu_{1} \prec \nu_{2}$, one has $\mu_{1} \otimes \nu_{1} \prec \mu_{2} \otimes \nu_{2}$.

As usual the product of measures $\mu$ and $\nu$ is denoted by $\mu \otimes \nu$.
Proof of Lemma 1. We first remark that definition (1) can be extended to all the functions $f: \mathbf{R}^{n} \longrightarrow(-\infty,+\infty]$ meeting the inequality

$$
f(t x+(1-t) y) \leqq t f(x)+(1-t) f(y), \quad x, y \in \mathbf{R}^{n}, t \in[0,1]
$$

(the value $+\infty$ is admitted). Let $f: \mathbf{R}^{n+m} \rightarrow \mathbf{R}$ be convex. Then the following function will be "wide sense" convex:

$$
g(y)=\int f(x, y) d \mu_{1}(x), \quad h(y)=\int f(x, y) d \mu_{2}(x)
$$

moreover, $g(y) \leqq h(y)$ for all $y \in \mathbf{R}^{m}$. Applying (1) to $g$, using the Fubini theorem, we have

$$
\int_{\mathbf{R}^{n+m}} f d \mu_{1} \otimes \nu_{1}=\int_{\mathbf{R}^{m}} g d \nu_{1} \leqq \int_{\mathbf{R}^{m}} g d \nu_{2} \leqq \int_{\mathbf{R}^{m}} h d \nu_{2}=\int_{\mathbf{R}^{n+m}} f d \mu_{2} \otimes \nu_{2}
$$

The lemma is proved.
Proof of Theorem 1. We shall only consider the measures having zero mean, since, as was already noted, $\mu \prec \nu$ entails $\int x d \mu(x)=\int x d \nu(x)$.

Consider first the former assertion (the description of class $\mathfrak{A}^{1}$ ). When $\mu \prec P, \operatorname{supp}(\mu) \subset$ $[-1,1]$; otherwise, for instance if $\mu((1,+\infty))>0$, the value $\int f d \mu$ can be arbitrarily large, whereas $f(-1)$ and $f(1)$, hence also $\int f d P$, remain constant. Conversely, let $\operatorname{supp}(\mu) \subset$ $[-1,1]$. Then for all $x \in[-1,1]$ and any convex $f$,

$$
f(x) \leqq \frac{1-x}{2} f(-1)+\frac{1+x}{2} f(1) .
$$

Consequently, $\int f d \mu \leqq[f(-1)+f(1)] / 2=\int f d P$. Thus, $\mu \prec P$.
Now we show that $P \prec \mu \Longleftrightarrow \int_{\mathbf{R}}|x-m(\mu)| d \mu(x) \geqq 1$. Any convex function $f: \mathbf{R} \rightarrow \mathbf{R}$ satisfies the inequalities

$$
\begin{aligned}
& f(x) \geqq f(-1)+f^{\prime}(-1-0)(x+1)=f_{-1}(x) \\
& f(x) \geqq f(1)+f^{\prime}(1+0)(x-1)=f_{1}(x)
\end{aligned}
$$

for arbitrary $x \in \mathbf{R}$. Hence $f(x) \geqq f_{0}(x)=\max \left\{f_{-1}(x), f_{1}(x)\right\}$ and therefore $\int f d \mu \geqq$ $\int f_{0} d \mu$. But $f(x)=f_{0}(x)$ for $x= \pm 1$, so $\int f d P=\int f_{0} d P$. Consequently, $\int f d \mu \geqq \int f d P$ is valid for all convex $f$ if and only if the same holds for functions of the $f_{0}$-kind, i.e., for the functions of the following form

$$
f(x)= \begin{cases}\alpha\left(x-x_{0}\right)+c, & x \leqq x_{0} \\ \beta\left(x-x_{0}\right)+c, & x \geqq x_{0}\end{cases}
$$

where $\alpha \leqq \beta, c \in \mathbf{R},\left|x_{0}\right| \leqq 1$. Given $\alpha=\beta, f$ is an affine function, hence $\int f d \mu=f(0)=$ $\int f d P$. If $\alpha<\beta$,

$$
\begin{aligned}
\int f d \mu & =c+\alpha \int_{-\infty}^{x_{0}}\left(x-x_{0}\right) d \mu(x)+\beta \int_{x_{0}}^{\infty}\left(x-x_{0}\right) d \mu(x) \\
& =c-\beta x_{0}-(\beta-\alpha) \int_{-\infty}^{x_{0}}\left(x-x_{0}\right) d \mu(x), \\
\int f d P & =c-\beta x_{0}-(\beta-\alpha) \int_{-\infty}^{x_{0}}\left(x-x_{0}\right) d P(x),
\end{aligned}
$$

because $\mu$ and $P$ have zero means. Thus the sign of the value

$$
\int f d \mu-\int f d P=-(\beta-\alpha) \int_{-\infty}^{x_{0}}\left(x-x_{0}\right) d(\mu-P)(x)
$$

depends neither on $c$ nor on $\alpha$ and $\beta$, so one can set $c=0, \alpha=-1, \beta=1$ yielding $f(x)=\left|x-x_{0}\right|$. Consequently,

$$
P \prec \mu \Longleftrightarrow \int\left|x-x_{0}\right| d \mu(x) \geqq \int\left|x-x_{0}\right| d P(x) \quad \text { for all } x_{0} \in[-1,1]
$$

But for these $x_{0}$ we have $\int\left|x-x_{0}\right| d P(x)=1$ and the following characterization results:

$$
\begin{equation*}
P \prec \mu \Longleftrightarrow\left(\forall x_{0} \in[-1,1]\right) \quad \int_{\mathbf{R}}\left|x-x_{0}\right| d \mu(x) \geqq 1 \tag{9}
\end{equation*}
$$

( $\mu$ is assumed to have finite first moment, and, moreover, $\int_{\mathbf{R}} x d \mu(x)=0$ ). Observe that for all $x_{0} \in \mathbf{R}$

$$
\int_{\mathbf{R}}\left|x-x_{0}\right| d \mu(x) \geqq\left|\int_{\mathbf{R}}\left(x-x_{0}\right) d \mu(x)\right|=\left|x_{0}\right| .
$$

Therefore, given the validity of the inequality in the right-hand side of (9) for all $x_{0} \in[-1,1]$, the same is true for all $x_{0} \in \mathbf{R}$. Consequently,

$$
P \prec \mu \Longleftrightarrow \inf _{a \in \mathbf{R}} \int_{\mathbf{R}}|x-a| d \mu(x)=\int_{\mathbf{R}}|x-m(\mu)| d \mu(x) \geqq 1 .
$$

Theorem 1 is thus proved.
Remarks. The role played by the independence property in the context of Corollary 1 is a question of interest. In particular, when $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right), \mathbf{E} \xi_{i}=0,\left|\xi_{i}\right| \leqq 1$ a.s. and, moreover, the independence of $\xi_{i}$ is not assumed, it is interesting to know when the distribution $\mu$ of a random vector $\xi$ is majorized by the multidimensional Bernoulli distribution $P^{n}$. The following simple condition can be proposed.

THEOREM 4. If, for any $1 \leqq i_{1}<\cdots<i_{k} \leqq n$,

$$
\begin{equation*}
\mathbf{E} \xi_{i_{1}} \cdots \xi_{i_{k}}=0 \tag{10}
\end{equation*}
$$

then $\mu \prec P^{n}$.
Proof of Theorem 4. Set $\varepsilon=\left(\varepsilon_{1}, \ldots, \varepsilon_{n}\right) \in\{-1,1\}^{n}, x \in[-1,1]^{n}$ for $p_{\varepsilon}(x)=$ $2^{-n} \prod_{i=1}^{n}\left(1+\varepsilon_{i} x_{i}\right)$. Obviously,

$$
p_{\varepsilon}(x) \geqq 0, \quad \sum_{\varepsilon \in\{-1,1\}^{n}} p_{\varepsilon}(x)=1,
$$

since the sum above can be written as

$$
\mathbf{E}\left(1+\zeta_{1} x_{1}\right) \cdots\left(1+\zeta_{n} x_{n}\right)=\mathbf{E}\left(1+\zeta_{1} x_{1}\right) \cdots \mathbf{E}\left(1+\zeta_{n} x_{n}\right)=1,
$$

where $\zeta_{1}, \ldots, \zeta_{n}$ are independent Bernoullian variables. In a similar manner one verifies the identity

$$
\sum_{\varepsilon} p_{\varepsilon}(x) \varepsilon=x .
$$

Therefore, for any convex $f: \mathbf{R}^{n} \rightarrow \mathbf{R}$

$$
f(x) \leqq \sum_{\varepsilon} p_{\varepsilon}(x) f(\varepsilon),
$$

and, having integrated in measure $\mu$ this inequality, we obtain

$$
\int_{\mathbf{R}} f d \mu \leqq \sum_{\varepsilon} \mathbf{E} p_{\varepsilon}\left(\xi_{1}, \ldots, \xi_{n}\right) f(\varepsilon)=2^{-n} \sum_{\varepsilon} f(\varepsilon)=\int_{\mathbf{R}^{n}} f d P^{n}
$$

since

$$
\begin{aligned}
\mathbf{E} p_{\varepsilon}\left(\xi_{1}, \ldots, \xi_{n}\right) & =2^{-n} \mathbf{E}\left(1+\varepsilon_{1} \zeta_{1}\right) \cdots\left(1+\varepsilon_{n} \zeta_{n}\right) \\
& =2^{-n}\left(1+\sum_{1 \leqq i_{1}<\cdots<i_{k} \leqq n} \varepsilon_{i_{1}} \cdots \varepsilon_{i_{k}} \mathbf{E} \xi_{i_{1}} \cdots \xi_{i_{k}}\right)=2^{-n}
\end{aligned}
$$

Consequently, $\mu \prec P^{n}$.
Example 1. A sequence of r.v.'s $\xi_{i}(\omega)=\cos \left(2^{i} \omega\right), 0 \leqq i \leqq n$, given on a probability space $((-\pi, \pi), d \omega /(2 \pi))$ meets (10), so its distribution is majorized by $P^{n+1}$.

Example 2. For $\varepsilon_{1}, \ldots, \varepsilon_{n}= \pm 1$, let random vectors $\left(\xi_{1}, \ldots, \xi_{n}\right)$ and $\left(\varepsilon_{1} \xi_{1}, \ldots, \varepsilon_{n} \xi_{n}\right)$ have the same distribution. By Theorem 3, whenever $\left|\xi_{i}\right| \leqq 1$ a.s., one has $\mu \prec P^{n}$. It is
noteworthy that this claim can be converted. Whenever $\left|\xi_{i}\right| \geqq 1$ a.s., $P^{n} \prec \mu$. This fact is readily established by induction, upon representing $\mu$ as a mixture $\int_{\mathbf{R}} \mu_{t} d \pi(t)$ so that the conditional measure $\mu_{t}$ be concentrated on the hyperplane $x_{n}=t$, and employing the same reasoning as in the proof of Lemma 1.

Proof of Theorem 3. Assume first $n=1$ and let $f$ be a convex smooth function on $\mathbf{R}$. Since the derivative $f^{\prime}$ is nondecreasing for any $x, y \in \mathbf{R}$, one has

$$
|f(x)-f(y)| \leqq \max \left\{\left|f^{\prime}(x)\right|,\left|f^{\prime}(y)\right|\right\}|x-y|
$$

so

$$
|f(x)-f(y)|^{2} \leqq\left(\left|f^{\prime}(x)\right|^{2},\left|f^{\prime}(y)\right|^{2}\right)(x-y)^{2}
$$

Hence, for the variance of $f$ with respect to $\mu$, we get

$$
\begin{aligned}
\mathbf{D} f= & \frac{1}{2} \int_{\mathbf{R}} \int_{\mathbf{R}}|f(x)-f(y)|^{2} d \mu(x) d \mu(y) \\
\leqq & \frac{1}{2} \int_{\mathbf{R}} \int_{\mathbf{R}}\left(\left|f^{\prime}(x)\right|^{2}+\left|f^{\prime}(y)\right|^{2}\right)(x-y)^{2} d \mu(x) d \mu(y) \\
= & \frac{1}{2} \int_{\mathbf{R}} \int_{\mathbf{R}}\left|f^{\prime}(x)\right|^{2}\left(x^{2}+y^{2}\right) d \mu(x) d \mu(y)+\frac{1}{2} \int_{\mathbf{R}} \int_{\mathbf{R}}\left|f^{\prime}(y)\right|^{2}\left(x^{2}+y^{2}\right) d \mu(x) d \mu(y) \\
& -\int_{\mathbf{R}} \int_{\mathbf{R}}\left(f^{\prime}(x)^{2}+f^{\prime}(y)^{2}\right) x y d \mu(x) d \mu(y)=\int_{\mathbf{R}}\left|f^{\prime}(x)\right|^{2}\left(x^{2}+\sigma^{2}\right) d \mu(x),
\end{aligned}
$$

where $\sigma^{2}=\int_{\mathbf{R}} x^{2} d \mu(x)$ (writing out the last inequality we have taken into account the hypothesis on zero mean of $\mu$ ). Note that the smoothness condition can be dropped by rendering to $\left|f^{\prime}(x)\right|$ the value $\max \left\{\left|f^{\prime}(x-0)\right|,\left|f^{\prime}(x+0)\right|\right\}$.

We demonstrate by induction that, given

$$
\mu=\mu_{1} \otimes \cdots \otimes \mu_{n}, \quad \int_{\mathbf{R}} x d \mu_{i}(x)=0, \quad \int_{\mathbf{R}} x^{2} d \mu_{i}(x)=\sigma_{i}^{2},
$$

for any convex smooth $f: \mathbf{R}^{n} \rightarrow \mathbf{R}$ one has

$$
\begin{equation*}
\mathbf{D} f \leqq \sum_{i=1}^{n}\left|\frac{\partial f(x)}{\partial x_{i}}\right|^{2}\left(x_{i}^{2}+\sigma_{i}^{2}\right) d \mu(x) \tag{11}
\end{equation*}
$$

Realizing the inductive passage, consider a convex smooth function $f: \mathbf{R}^{n+1} \rightarrow \mathbf{R}$. Fix $x_{n+1} \in \mathbf{R}$ and write (11) for the function $x \in \mathbf{R}^{n} \longrightarrow f\left(x, x_{n+1}\right)$ :

$$
\begin{align*}
& \int_{\mathbf{R}^{n}} f\left(x, x_{n+1}\right)^{2} d \mu_{1} \otimes \cdots \otimes \mu_{n}(x) \leqq\left[\int_{\mathbf{R}^{n}} f\left(x, x_{n+1}\right) d \mu_{1} \otimes \cdots \otimes \mu_{n}(x)\right]^{2} \\
& \quad+\sum_{i=1}^{n} \int_{\mathbf{R}^{n}}\left|\frac{\partial f\left(x, x_{n+1}\right)}{\partial x_{i}}\right|^{2}\left(x_{i}^{2}+\sigma_{i}^{2}\right) d \mu_{1} \otimes \cdots \otimes \mu_{n}(x) \tag{12}
\end{align*}
$$

Set $g\left(x_{n+1}\right)=\int_{\mathbf{R}^{n}} f\left(x, x_{n+1}\right) d \mu_{1} \otimes \cdots \otimes \mu_{n}(x)$. This function is convex, and one can apply the inequality established for $n=1$ :

$$
\begin{aligned}
\int_{\mathbf{R}} g\left(x_{n+1}\right)^{2} d \mu_{n+1}\left(x_{n+1}\right) \leqq & {\left[\int_{\mathbf{R}} g\left(x_{n+1}\right) d \mu_{n+1}\left(x_{n+1}\right)\right]^{2} } \\
& +\int_{\mathbf{R}}\left|g^{\prime}\left(x_{n+1}\right)\right|^{2}\left(x_{n+1}^{2}+\sigma_{n+1}^{2}\right) d \mu_{n+1}\left(x_{n+1}\right) .
\end{aligned}
$$

But $\int_{\mathbf{R}} g d \mu_{n+1}=\int_{\mathbf{R}^{n+1}} f d \mu$ by the Fubini theorem and

$$
g^{\prime}\left(x_{n+1}\right)=\int_{\mathbf{R}^{n}} \frac{\partial f\left(x, x_{n+1}\right)}{\partial x_{n+1}} d \mu_{1} \otimes \cdots \otimes \mu_{n}(x)
$$

whereas by the Schwarz inequality

$$
g^{\prime}\left(x_{n+1}\right)^{2} \leqq \int_{\mathbf{R}^{n}}\left|\frac{\partial f\left(x, x_{n+1}\right)}{\partial x_{n+1}}\right|^{2} \mu_{1} \otimes \cdots \otimes \mu_{n}(x)
$$

Thus we have

$$
\begin{align*}
& \int_{\mathbf{R}} g\left(x_{n+1}\right)^{2} d \mu_{n+1}\left(x_{n+1}\right) \\
& \quad \leqq\left(\int_{\mathbf{R}^{n+1}} f d \mu\right)^{2}+\int_{\mathbf{R}^{n+1}}\left|\frac{\partial f\left(x, x_{n+1}\right)}{\partial x_{n+1}}\right|^{2}\left(x_{n+1}^{2}+\sigma_{n+1}^{2}\right) d \mu\left(x, x_{n+1}\right) \tag{13}
\end{align*}
$$

Integrating (12) in $x_{n+1}$ variable and taking into account (13) we deduce (11) for $n+1$. Whenever $\operatorname{supp}\left(\mu_{i}\right) \subset[-1,1]$, (11) implies the inequality

$$
\mathbf{D} f \leqq \max _{1 \leqq i \leqq n}\left(1+\sigma_{i}^{2}\right) \mathbf{E}|\nabla f|^{2}
$$

Theorem 3 is proved.
Proof of Corollary 2. By Theorem 1,

$$
\mathbf{E} f\left(\frac{S_{n}}{\sqrt{n}}\right) \geqq \mathbf{E} f\left(\frac{\zeta_{1}+\cdots+\zeta_{n}}{\sqrt{n}}\right)=\int_{-\infty}^{+\infty} f(x) d F_{n}(x)
$$

where $F_{n}$ is the distribution function of $\left(\zeta_{1}+\cdots+\zeta_{n}\right) / \sqrt{n}$. Without loss of generality, set $f(0)=0$. Since the distribution associated with $F_{n}$ is symmetric with respect to zero, we have

$$
\int_{-\infty}^{+\infty} f d F_{n}=\int_{0}^{+\infty}(f(x)+f(-x)) d F_{n}(x)=\int_{0}^{+\infty}\left(1-F_{n}(x)\right) d(f(x)+f(-x))
$$

The function $G(x)=f(x)+f(-x)$ is nondecreasing on $[0,+\infty)$, and one can therefore apply the Fatou lemma:

$$
\begin{aligned}
\liminf _{n \rightarrow \infty} \int_{-\infty}^{+\infty} f d F_{n} & \geqq \int_{0}^{+\infty} \liminf _{n \rightarrow \infty}\left(1-F_{n}(x)\right) d G(x) \\
& =\int_{0}^{+\infty}(1-\Phi(x)) d G(x)=\int_{0}^{+\infty} G(x) d \Phi(x)
\end{aligned}
$$

where $\Phi$ is the distribution function of a standard normal r.v. $\lambda$. It remains to observe that

$$
\int_{0}^{+\infty} G d \Phi<+\infty
$$

if and only if

$$
\int_{\mathbf{R}} f d \Phi<+\infty
$$

In any case

$$
\int_{0}^{+\infty} G d \Phi=\int_{\mathbf{R}} f d \Phi
$$

Proof of Corollary 3. Note first that the studied suprema of stochastic processes are understood as the structural suprema. The space $L^{0}$ of all random variables with the usual order relation is a conditionally complete lattice; moreover, the supremum of any bounded subset $K \subset L^{0}$ is that of some countable subset in $K$. Thus one can consider a countable parametric set $T$ in Corollary 3. We show first that

$$
\sup _{t} x(t)<+\infty \text { a.s. } \Longleftrightarrow \mathbf{E} \sup _{t} x(t)<+\infty
$$

the same being true for $y(t)$.
When $\mathbf{E} \sup _{t} x(t)<+\infty$ one obviously has $\sup _{t} x(t)<+\infty$ a.s. Conversely, without loss of generality assume $\left|\xi_{n}\right| \leqq 1$ a.s., $n \geqq 1$. Since $W=\sup _{t} x(t)<+\infty$ a.s., it is obvious that the variances

$$
\mathbf{D} x(t)=\sum_{n=1}^{\infty}\left|a_{n}(t)\right|^{2} \mathbf{D} \xi_{1}
$$

are bounded by some constant $\sigma^{2}$. Let

$$
f_{n}(x)=\sup _{t} \sum_{k=1}^{n} a_{k}(t) x_{k}, \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbf{R}^{n}
$$

This function is convex and Lipschitzian, moreover, $\left\|f_{n}\right\|_{\text {Lip }} \leqq \sigma$. By Theorem 2 we have $\mathbf{D} f_{n} \leqq 2 \sigma^{2}$. Assume first $T$ to be finite. Because a.s. $f_{n}\left(\xi_{1}, \ldots, \xi_{n}\right) \longrightarrow W$ as $n \rightarrow \infty$, we conclude (for example, due to the Fatou lemma) that $\mathbf{D} W \leqq 2 \sigma^{2}$. If $T=\left\{t_{n}: n \geqq 1\right\}$ is infinite, considering r.v.'s $W_{n}=\sup _{1 \leqq k \leqq n} x\left(t_{k}\right)$ and using the fact that $W_{n} \rightarrow W$ as $n \rightarrow \infty, \mathbf{D} W_{n} \leqq 2 \sigma^{2}$, we establish that $\mathbf{D} W \leqq 2 \sigma^{2}$ in the general case. In particular, $\mathbf{E} W<+\infty$ (to avoid the definition of variance by means of $\mathbf{E} W$ one should employ the identity $\mathbf{D} W=\frac{1}{2} \mathbf{E}\left|W-W^{\prime}\right|$, where $W^{\prime}$ is an independent copy of $W$ ).

By Theorem 1, $\mathbf{E s u p}_{t} x(t)<+\infty \Longleftrightarrow \mathbf{E} \sup _{t} y(t)<+\infty$. Indeed, for any convex function $f: \mathbf{R}^{n} \rightarrow \mathbf{R}$, inequality (4) gives

$$
\begin{equation*}
\mathbf{E} f\left(\frac{\xi}{c}\right) \leqq \mathbf{E} f\left(\frac{\eta}{d}\right) \tag{14}
\end{equation*}
$$

where $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right), \eta=\left(\eta_{1}, \ldots, \eta_{n}\right), c=\operatorname{ess} \sup \left|\xi_{1}\right|, d=\mathbf{E}\left|\eta_{1}-m\left(\eta_{1}\right)\right|$. Applying (14) to $f_{n}$, and using homogeneity we arrive at the inequality

$$
\mathbf{E} f_{n}(\xi) \leqq \frac{c}{d} \mathbf{E} f_{n}(\eta)
$$

Since this inequality is independent of dimension, one can extend it to the infinite-dimensional case.

In conclusion the author wishes to express his gratitude to the anonymous referee for careful reading and useful comments.
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