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Generalized Symmetric Polynomials and an
Approximate De Finetti Representation
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For probability measures on product spaces which are symmetric under per-
mutations of coordinates, we study the rate of approximation by mixtures of
product measures.
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1. INTRODUCTION

A sequence of random variables X= (X1, . . . ,Xk) on a probability space
(�,A, P) with values in a measurable space (M, B) is called exchange-
able if its distribution PX, being a probability measure on the Cartesian
power (Mk,Bk), is symmetric under permutations of coordinates.

A similar definition applies in case of an infinite sequence X =
{Xk}∞k=1. In that case, under mild regularity assumptions (e.g., when
(M,B) is isomorphic to a Borel subset of the unit interval equipped with
the Borel σ -algebra), the distribution PX admits de Finetti’s representation
in the form of a mixture

PX=
∫
�

µ∞
t dπ(t) (1.1)

of product probability measures µ∞
t =µt ⊗µt ⊗ · · · on (M∞,B∞

). Here
(�,π) is some probability space and {µt }t∈� is some family of marginals
with the property that the functions t →µt(B) are π -measurable for all
B ∈B; see Refs. 3, 4 and 6 for historical comments and general results.
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This representation allows one to study various asymptotic properties
of the sequence X such as the law of large numbers, the central limit the-
orem, by applying known results about independent random variables; cf.
e.g., Refs. 1, 7, and 8.

In the general case of a finite exchangeable sequence X= (X1, . . . ,Xk),
the finite-dimensional analogue of Eq. (1.1),

PX(B)=
∫
µkt (B)dπ(t), B ∈Bk

, (1.2)

is no longer valid, and in fact the class of distributions on Mk symmetric
under permutations of coordinates is much wider. Nevertheless, the equal-
ity (1.2) remains to hold in a certain approximate sense provided that X
represents the beginning of a larger exchangeable sequence (X1, . . . ,Xn).
In terms of the total variation distance

||P −Q||TV = sup
B∈Bk

|P(B)−Q(B)|,

a number of results in this direction has been obtained by Diaconis and
Freedman(3) (and partly in Ref. 5). It was shown in particular that, for
some mixture QX of product probability measures on Mk,

||PX−QX||TV �1− n!
nk(n−k)! . (1.3)

They also showed that this bound cannot be improved. Actually, if an
exchangeable extension X1, . . . ,Xn exists on the same probability space
(�,A, P), one can take QX(B)=

∫
µkω(B)dP(ω), that is, with

�=�, π =P, µω= δX1(ω) +· · ·+ δXn(ω)
n

,

where δx denotes a point mass at x. We will refer to this measure QX as
associated to PX.

By letting n→ ∞ with fixed k, inequality (1.3) implies de Finetti’s
theorem for infinite exchangeable sequences. However, for finite exchange-
able sequences, the right hand side of Eq. (1.3) is getting small only
in the range k = o(

√
n), and is becoming of order 1 for larger val-

ues of k. This “negative” observation inspires to look for different dis-
tances or conditions under which one is able to judge on the closeness
of QX to PX in the whole range k = o(n). In particular, it was proved
already in the same paper(3) that for finite spaces M the estimate (1.3)
may be complemented with

||PX−QX||TV � card(M)
k

n
.
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To study the general case, we propose to consider the closeness QX

to PX in terms of a (“product variation”) distance, defined as

||P −Q||PV = sup |P(B)−Q(B)|,
where P,Q are arbitrary probability measures on Mk, and where the su-
premum is running over all Cartesian products B = B1 × · · · × Bk with
Bi ∈B. In the space of all probability measures on Mk, this distance gen-
erates a topology with convergence which is, of course, weaker than the
one in the total variation norm. However, when M itself is a metric space
inducing a product topology in Mk, the convergence in the product var-
iation norm is stronger than the usual weak convergence of probability
distributions. Thus, specializing, for example, to the most interesting space
M = R, potentially one will be able to control some canonical distances
between probability distribution on Rk, like the Levý or Prokhorov dis-
tances, which are responsible for the weak convergence.

Let Fk denote the collection of all complex-valued functions of f on
Mk representable as

f (x)=f1(x1), . . . , fk(xk), x= (x1, . . . , xk)∈Mk,

for some measurable fi on M such that |fi |�1,1� i�k.

Theorem 1.1. Assume a sequence X= (X1, . . . ,Xk) of random vari-
ables in (M,B) has an exchangeable extension of length n� k. Then, for
any f ∈Fk, ∣∣∣∣

∫
f dPX−

∫
f dQX

∣∣∣∣�C kn, (1.4)

where QX is the associated distribution on Mk, and C is a universal con-
stant. In particular,

||PX−QX||PV �C k
n
. (1.5)

Inequality (1.5) explicitly measures closeness of PX(B) to QX(B) only
for product sets B in Mk. The point of generalization is that, being stated
for complex-valued functions, inequality (1.4) contains implicitly informa-
tion on the closeness of PX(B) to QX(B) for half-spaces B = {x ∈ Rk :
a1x1 +· · ·+akxk�c}. Indeed, we may apply Eq. (1.4) to the family of func-
tions

f (x)= eit (a1x1+···+akxk), t ∈R,
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and therefore compare the characteristic functions of the weighted sums
with respect to PX and QX, respectively. Furthermore, under the prod-
uct measures, satisfying mild moment conditions, the function x → Sk =
x1+···+xk√

k
is asymptotically normal, so the inequality (1.4) can be used to

study the asymptotic normality of Sk under PX; for further discussions, cf.
(Ref. 2) where a particular case of Eq. (1.4) is treated. Interesting examples
come from Convex Geometry when the random vector X is uniformly dis-
tributed over a high-dimensional symmetric convex body or represents its
high-dimensional projections. Typically, in such examples there is no infi-
nite exchangeable extension. We do not consider this line of applications,
but mainly focus on the proof of Theorem 1.1.

The paper is organized as follows. In Section 2, we formulate Theo-
rem 1.1 in terms of the so-called elementary symmetric polynomials. An
induction argument is described in Section 3. It reduces the proof of The-
orem 1.1 to a certain analytic inequality stated in Lemma 3.1. Sections 4
and 5 are devoted to the proof of this lemma, only.

2. GENERALIZED SYMMETRIC POLYNOMIALS

If X= (X1, . . . ,Xk) has an exchangeable extension X̄= (X1, . . . ,Xn) in
Mn, the distribution PX of the first k coordinates satisfies∫

f dPX=
∫
Mn

(∫
Mk

f dµx

)
dPX̄(x),

where PX̄ denotes the distribution of the extended sequence, and where,
for a point x= (x1, . . . , xn)∈Mn, we put

µx = (n−k)!
n!

(
δxi1

+· · ·+ δxik
)
,

with summation over all distinct indices i1, . . . , ik varying from 1 to n.

Similarly, in terms of the product measures νx =
(
δx1+···+δxn

n

)⊗k
on Mk,

∫
f dQX=

∫
Mn

(∫
Mk

f dνx

)
dPX̄(x).

Therefore,∣∣∣∣
∫
f dPX−

∫
f dQX

∣∣∣∣�
∫
Mn

∣∣∣∣
∫
Mk

f dµx −
∫
Mk

f dνx

∣∣∣∣dPX̄(x),
so inequality (1.4) reduces to the simple “urn model” where one needs to
show that ∣∣∣∣

∫
f dµx −

∫
f dνx

∣∣∣∣�C kn,
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for any f ∈Fk and all points x∈Mn. Moreover, for f (y)=f1(y1), . . . , fk(yk),
the above inequality takes the form

∣∣∣∣∣
(n−k)!
n!

∑
f1(xi1), . . . , fk(xik )−

k∏
i=1

fi(x1)+· · ·+fi(xn)
n

∣∣∣∣∣�C
k

n
(2.1)

with summation over all distinct indices i1, . . . , ik from 1 to n.
Note that inequality (1.5) amounts to Eq. (2.1) with indicators func-

tions fi = 1Bi in which case we obtain a certain combinational problem
on estimating (both from above and below) the cardinality of a product
set with removed points containing repeated coordinates. This seems to be
easier task, but actually it leads to the same difficulties we meet in the gen-
eral case of arbitrary functions fi .

In the general case, we are dealing with an arbitrary k× n matrix z

with complex-valued entries zij =fi(xj ) such that |zij |�1. Put

σn,k(z)= (n−k)!
n!

∑
z1i1 · · · zkik , (2.2)

sn,k(z)=
k∏
i=1

zi1 +· · ·+ zin
n

, (2.3)

with restrictions for indices i1, . . . , ik as before. When the elements in each
row of z are equal to each other, σn,k(z) turn into the usual elementary
symmetric polynomials of degree k in n complex variables (up to a nor-
malizing factor), cf. (Ref. 9). Therefore, σn,k, introduced in Eq. (2.2), may
be viewed as generalized elementary symmetric polynomials.

Thus, inequality (1.4) of Theorem 1.1 is equivalent to:

Theorem 2.1. For any k×n matrix z= (zij ) with |zij |�1,

|σn,k(z)− sn,k(z)|�C k
n
,

where C is a universal constant.

Note that the left hand side in Eq. (2.3) is vanishing for k=1, so we
may and do always assume that n�k�2.

3. INDUCTION ARGUMENT

From now on, let us also make the conversion that indices i, t, u, v
are reserved to vary from 1 to k, while j and s will vary from 1 to n.
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Given a k×n matrix z, let zij denote the (k−1)× (n−1) matrix with
entries

(zij )ts = zts, t �= i, s �= j.
That is, zij is obtained from z by removing ith row and j th column.

Then, from definitions (2.2) and (2.3),

σn,k(z) = 1
n

n∑
j=1

zij σn−1,k−1(z
ij ),

sn,k(z) = 1
n

n∑
j=1

zij
∏
t �=i

zt1 +· · ·+ ztn
n

,

so

σn,k(z)− sn,k(z) = 1
n

n∑
j=1

zij (σn−1,k−1(z
ij )− sn−1,k−1(z

ij ))

+1
n

n∑
j=1

zij

(
sn−1,k−1(z

ij )−
∏
t �=i

zt1 +· · ·+ ztn
n

)
.

This representation holds true for any fixed value i� k. Averaging over all
i with weight 1/k, we arrive at

σn,k(z)− sn,k(z) = 1
kn

k∑
i=1

n∑
j=1

zij

(
σn−1,k−1(z

ij )− sn−1,k−1(z
ij )

)

+�n,k(z)
kn

, (3.1)

where

�n,k(z)=
k∑
i=1

n∑
j=1

zij


sn−1,k−1(z

ij )−
∏
t �=i

zt1 +· · ·+ ztn
n


 . (3.2)

Let An,k denote the supremum of |σn,k(z) − sn,k(z)| over all admissible
choices of z. Then, in accordance with Eq. (3.1) and using |zij |�1,

|σn,k(z)− sn,k(z)|�An−1,k−1 + 1
kn

|�n,k(z)| (3.3)

Thus, there is a good reason to try to prove Theorem 2.1 by induction, by
stating a suitable bound on |�n,k(z)|. What we need is:
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Lemma 3.1. In the range 2 � k� n

8
, for any k × n matrix z = (zij )

with |zij |�1, we have

|�n,k(z)|�5k.

Proof of Theorem 2.1. Note that An,k �2, so An,k �16 k
n

in the range
k� n

8 . In the other case, by Lemma 3.1 and using Eq. (3.3), we get

An,k �An−1,k−1 + 5
n
.

Repeating this inequality k−1 times, we arrive at

An,k � 5
n

+ 5
n−1

+· · ·+ 5
n−k+2

+An−k+1,1 � 5(k−1)
n−k+2

�5,

since Am,1 =0. This completes the proof of Theorems 1.1–2.1 with C=16.

4. QUADRATIC APPROXIMATION. LINEAR TERM

To proof Lemma 3.1, we need some preparations. First let us simplify
the expression in Eq. (3.2) by introducing

ai = zi1 +· · ·+ zin
n

and εij = ai − zij
n−1

,

so that

sn−1,k−1(z
ij )≡

∏
t �=i

(zt1 +· · ·+ ztn)− ztj
n−1

=
∏
t �=i

nat − ztj
n−1

=
∏
t �=i
(at + εtj ).

Hence, Eq. (3.2) takes a more compact form

�n,k(z)=
k∑
i=1

n∑
j=1

zij


∏
t �=i
(at + εtj )−

∏
t �=i
at


 . (4.1)

Writing nεtj = 1
n−1

∑
s �=j zts −ztj and nothing that the sum over s contains

n−1 terms, we also obtain that in case |zij |�1 (as in Lemma 3.1)

|εtj |� 2
n
. (4.2)
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In order to estimate the expression (4.1) under (4.2), we apply the fol-
lowing elementary representation holding true for any finite collection of
complex numbers (wr) and (εr ) such that |εr |� ε (ε>0):

∏
r

(wr + εr)−
∏
r

wr =
∑
r


εr ∏

u �=r
wu




+θ
2

∑
u�=v


|εu||εv|

∏
r �=u,v

(|wr |+ ε)

 .

The equality is obtained from Taylor’s expansion up to the quadratic
term for the function of a real variable, ϕ(t)= ∏

r (wr + tεr ), about the
point t=0. Here and throughout, θ denotes a complex number such that
|θ |�1.

Applying the above equality in Eq. (4.1) with ε= 2
n

, we obtain the
representation

�n,k(z)=Ln,k(z)+ θ

2
Qn,k(z) (4.3)

with linear and quadratic terms with respect to εij ’s, namely, with

Ln,k(z)=
k∑
i=1

n∑
j=1

∑
t �=i

zij εtj
∏
u�=t,i

au,

Qn,k(z)=
k∑
i=1

n∑
j=1

∑
u�=v;u,v �=i

|εuj ||εvj |
∏

t �=u,v,i
(|at |+ ε).

Thus, the proof of Lemma 3.1 is reduced to showing that both
|Ln,k(z)| and Qn,k(z) are at most Ak. Here we concentrate on the linear
term, and postpone the problem regarding the quadratic term to the next
section.

For simplicity of notations and without loss in generality, assume
ai �=0, for all i� k. According to the definition of εtj , we obtain

Ln,k(z)=−a1, . . . , ak

n−1

∑
(t,i):t �=i

1
aiat

n∑
j=1

zij (ztj −at ),
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where the first sum is double and is taken over all pairs of distinct indices
(t, i) varying from 1 to k. Writing zij = (zij −ai)+ai , we split the sums into

Ln,k(z) =−a1, . . . , ak

n−1

∑
t �=i

1
aiat

n∑
j=1

(zij −ai)(ztj −at )

−a1, . . . , ak

n−1

∑
t �=i

1
at

n∑
j=1

(zij −at )

and observe that the last sum on the right (over j ) is vanishing. Hence,

Ln,k(z)=−a1, . . . , ak

n−1

∑
t �=i

1
aiat

n∑
j=1

(zij −ai)(ztj −at ).

Now, to estimate the inner sum, by Cauchy’s inequality,

1
n

∣∣∣∣∣∣
n∑
j=1

(zij −ai)(ztj −at )
∣∣∣∣∣∣ �

√√√√1
n

n∑
j=1

|zij −ai |2
√√√√1
n

n∑
j=1

|ztj −at |2. (4.4)

But

1
n

n∑
j=1

|zij −ai |2 = 1
n

n∑
j=1

(|zij |2 −|ai |2)�1−|ai |2, (4.5)

where we have used the assumption |zij |�1 on the last step. Hence,

|Ln,k(z)|� n

n−1
|a1|, . . . , |ak|

∑
t �=i

1
|ai ||at |

√
1−|ai |2

√
1−|at |2.

What is remarkable is that this bound does not in essense involve n. More-
over, we can think of |ai | as of arbitrary numbers in (0, 1]. Making the
substitution xi =

√
1

|ai |2 −1, the bound takes the form

|Ln,k(z)|� n

n−1

∑
t �=i xixt∏k

i=1

√
1+x2

i

. (4.6)

Let Bk be the optimal constant in

∑
t �=i

xixt �Bk
k∏
i=1

√
1+x2

i , x1, . . . , xk �0.
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For example, when k=2, the inequality becomes 2x1x2 �B2

√
1+x2

1

√
1+x2

2 ,

so B2 =2. If k�3,

∑
t �=i

xixt =
∑

t �=i;t,i<k
xixt +2xk

k−1∑
i=1

xi �Bk−1

k−1∏
i=1

√
1+x2

i +2xk
k−1∑
i=1

xi.

By Cauchy’s inequality (
∑k−1
i=1 xi)

2 � (k−1)
∑k−1
i=1 x

2
i � (k−1)

∏k−1
i=1 (1+x2

i ),

so

∑
t �=i

xixt �
k−1∏
i=1

√
1+x2

i (Bk−1 +2(k−1)xk).

Dividing both sides by
∏k
i=1

√
1+x2

i and maximizing over xk, we get a

recursive inequality B2
k � B2

k−1 + 4(k − 1)2. Applying it successively k − 2
times, we obtain

B2
k �4(k−1)2 +4(k−2)2 +· · ·+4 ·22 +B2

2 =2k(k+1)�4k2.

Finally, recalling Eq. (4.6) and using n
n−1 �2, we may conclude:

Lemma 4.1. |Ln,k(z)|�4k.

5. QUADRATIC TERM. PROOF OF LEMMA 3.1

Now let’s turn to the quadratic term and write it as

Qn,k(z)= 1
(n−1)2

k∑
i=1

n∑
j=1

∏
t �=i
(|at |+ ε)

∑
u�=v;u,v �=i

|zuj −au||zvj −av|
(|au|+ ε)(|av|+ ε) ,

where ε= 2
n

. The sum
∑n
j=1 |zuj −au||zvj −av| can be estimated as in Eqs.

(4.4) and (4.5), so

Qn,k(z)�
n

(n−1)2

k∑
i=1

∏
t �=i
(|at |+ ε)

∑
u�=v;u,v �=i

√
1−|au|2

√
1−|av|2

(|au|+ ε)(|av|+ ε) .

Removing constraints t �= i and u, v �= i and performing summation over
i�k, we obtain a simpler bound

Qn,k(z)�
2nk

(n−1)2
(|a1|+ ε) · · · (|ak|+ ε)

∑
u<v

√
1−|au|2
|au|+ ε

√
1−|av|2
|av|+ ε ,
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that is,

Qn,k(z)�
2nk

(n−1)2
�k(|a1|, . . . , |ak|), (5.1)

where

�k(b1, . . . , bk)= (b1 + ε) · · · (bk + ε)
∑
u<v

√
1−b2

u

bu+ ε

√
1−b2

v

bv + ε .

As a result, we arrived at a quantity where bi may be thought of as arbi-
trary numbers in [0, 1]. For such variables, introduce also

ψk(b1, . . . , bk)=
k∑
u=1

(b1 + ε) · · · (bu−1 + ε)
√

1−b2
u(bu+1 + ε) · · · (bk + ε).

It should be clear that the two functions are related by

�k(b1, . . . , bk)=ψk−1(b1, . . . , bk−1)

√
1−b2

k +�k−1(b1, . . . , bk−1)(bk + ε).
Maximizing the right hand side over all bk ∈ [0,1], we obtain a recursive
inequality

�k �
√
ψ2
k−1 +�2

k−1 + ε�k−1. (5.2)

Thus, to get a proper bound �k =O(k), let us concentrate on estimating
the function ψk. In view of Eq. (5.2), we need a bound of the from ψk =
O(

√
k).

Lemma 5.1. If k−1
n

� 1
8 , then ψk �

√
5.66k.

Proof. From definition it follows that

ψk(b1, . . . , bk)=
√

1−b2
k

k−1∏
i=1

(bi + ε)+ (bk + ε)ψk−1(b1, . . . , bk−1).

Since 0�bi �1,

ψk(b1, . . . , bk)� (1+ ε)k−1
√

1−b2
k + (bk + ε)ψk−1(b1, . . . , bk−1).

Maximizing the right hand side over all bk, we obtain

ψk �
√
(1+ ε)2(k−1)+ψ2

k−1 + εψk−1. (5.3)
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Now, it is easy to perform induction on k in order to prove that

ψk �
√
C2k. (5.4)

We have ψ1(b1)=
√

1−b2
1 �1, so Eq. (5.4) holds with C=1 for k=1. For

k� 2, using (1 + ε)2(k−1) � (1 + 2
n
)n/4 � √

e, we derive from Eq. (5.3) and
the induction hypothesis that

ψk �
√√

e+C2(k−1)+Cε√k−1.

Dividing by C and squaring, we see that the right hand side does not
exceed C

√
k if and only if

√
e

C2
+ ε2(k−1)+2ε

√
k−1

√√
e

C2
+ (k−1)�1.

The last square root dominates the pre-last one, so the above inequality
would follow from

√
e

C2
+ ε2(k−1)+2ε

(√
e

C2
+ (k−1)

)
�1. (5.5)

Now, since n�8(k−1)�8, we have ε2(k−1)�
(

2
n

)2
n
8 � 1

16 and 2ε(k−1)�
1
2 . Hence, Eq. (5.5) is implied by 3

2

√
e

C2 � 7
16 , that is, by C2 � 24

7
√
e≈5.65.

Lemma 5.2. If k
n

� 1
8 , k�2, then �k �2k.

Proof. Now, we perform induction on k in order to prove the
inequality

�k �Bk

in the indicated range of k. Recall that �2(b1, b2)=
√

1−b2
1

√
1−b2

2 �1, so
B=1 works well for k=2. If k�3, we derive from Eq. (5.2), Lemma 5.2,
and the induction hypothesis that

�k �
√
C2(k−1)+B2(k−1)2 +Bε(k−1).

Hence our task is to show that√
C2(k−1)+B2(k−1)2 +Bε(k−1)�Bk.
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Dividing by B and putting γ = C2

B2 , the inequality turns into
√
γ (k−1)+ (k−1)2 � (1− ε)k+ ε.

Squaring and rearranging, we are reduced to ε(2+ ε)k2 � (2+2ε−2ε2 −γ )
k+ γ + ε2. Omitting the terms 2ε− 2ε2, γ + ε2, dividing by k, and using
εk� 1

4 , we obtain stronger inequality

1
4
(2+ ε)�2−γ.

Due to the assumption n� 8k and since k� 3, we get ε= 2
n
� 1

12 , so one

can take γ =2− 1
4 (2+ 1

12 )= 3
2 − 1

48 . Thus, we may take B2 = C2

γ
<3.85.

Proof of Lemma 3.1. Recalling the bound (5.1) on the quadratic term
Qn,k, Lemma 5.2 implies that

Qn,k(z)�
4nk2

(n−1)2
�k,

whenever k
n
� 1

8 , k�2. It remains to combine this bound with Lemma 4.1.
Then, by the representation (3.2),

|�n,k(z)|� |Ln,k(Z)|+ 1
2
Qn,k(z)�5k.
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