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[09.1] Prove that

lim
N→+∞

N∏
n=1

(1 +
1

n
) = +∞ and lim

N→+∞

N∏
n=2

(1− 1

n
) = 0

In the first case, by multiplying out and dropping some positive terms (an induction, if you want to be
formal),

N∏
n=1

(1 +
1

n
) = 1 +

(1

1
+

1

2
+ . . .+

1

N

)
+
( 1

1 · 2
+

1

1 · 3
+ . . .

)
+ . . . ≥ 1

1
+

1

2
+ . . .+

1

N

≥
∫ 2

1

1

t
dt+

∫ 3

2

1

t
dt+ . . .+

∫ N+1

N

1

t
dt =

∫ N+1

1

1

t
dt = log(N + 1) −→ +∞

since 1
` ≥

∫ `+1

`
1
t dt by the monotonicity of t→ 1

t . ///

For the second product, take logarithms and Taylor expansions: use

log(1− t) = −
(
t+

t

2
+
t

3
+ . . .

)
≤ −t (for 0 < t < 1)

Then

log

N∏
n=2

(1− 1

n
) =

N∑
n=2

log(1− 1

n
) ≤

N∑
n=2

− 1

n
) ≤ − log(N − 1) −→ −∞

For a sequence tn of positive reals, log tn → −∞ implies tn → 0. ///

[09.2] Following Euler, show that
∑
p prime

1
p diverges, by using the Euler product expansion of ζ(s) and

considering s→ 1+ along the real axis.

For real s > 1, in addition to the Euler product, we also need that
∑
`≥2, p

1
`p`s

with p summed over primes,
converges, by estimating primes by natural numbers ≥ 2:

∑
`≥2, p

1

`p`s
≤

∑
`≥2, n≥2

1

`n`s
≤
∑
`≥2

1

`

∫ ∞
1

1

t`s
dt =

∑
`≥2

1

`
· 1

`s− 1
< +∞

uniformly in s > 1. Letting C be that finite bound,

C +
∑
p

1

ps
≥
∑
p

( 1

ps
+

1

2p2s
+

1

3p3s
+ . . .

)
=
∑
p

− log(1− 1

ps
) =

∑
p

log
1

1− 1
ps

= log
∏
p

1

1− 1
ps

= log ζ(s) ≥ log
(∑

n

1

ns

)
≥ log

(∫ ∞
1

1

ts
dt
)

= log(
1

s− 1
)

As s→ 1+, the logarithm blows up, so the sum
∑
p 1/ps must be infinite. ///
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[09.3] Prove that ζ(s) =
∑∞
n=1

1
ns does not vanish in Re(s) > 1.

Let σ = Re(s), so |ps| = pσ, and

|1− 1

ps
| ≤ 1 + | 1

ps
| = 1 +

1

pσ
and then

1

|1− 1
ps |
≥ 1

1 + 1
pσ

Taking the logarithm of the Euler product, with σ > 1, using monotonicity of logarithm,

log |ζ(s)| = log
∣∣∣∏
p

1

1− 1
ps

∣∣∣ = log
∏
p

1

|1− 1
ps |

=
∑
p

log
1

|1− 1
ps |
≥
∑
p

log
1

1 + 1
pσ

=
∑
p

− log(1 +
1

pσ
) =

∑
p

−
( 1

pσ
− 1

2p2σ
+

1

3p3σ
− . . .

)
≥ −

∑
`≥1, p

1

` p`σ
≥ −

∑
`≥1, n≥2

1

` n`σ

≥ −
∑
`≥1

1

`

∫ ∞
1

1

t`σ
dt = −

∑
`≥1

1

`
· 1

`σ − 1

Thus, log |ζ(s)| > −∞, so ζ(s) 6= 0 there. ///

[09.4] Prove that Γ(s) · Γ(1− s) = π/ sinπs, hence that Γ(s) has no zeros, and 1/Γ(s) is entire.

Take 0 < Re(s) < 1, so that the Euler integrals for both Γ(s) and Γ(1− s) converge. Then

Γ(s) · Γ(1− s) =

∫ ∞
0

∫ ∞
0

e−tts · e−uu1−s dt

t

du

u

Replacing t by tu gives

∞∫
0

∞∫
0

e−tuts e−uu1 dt

t

du

u
=

∞∫
0

∞∫
0

e−tuts e−u
dt

t
du =

∞∫
0

∞∫
0

e−(t+1)u ts
dt

t
du =

∞∫
0

ts−1

t+ 1
dt

This invites replacing the path from 0 to ∞ by the Hankel contour Hε described as follows. Far to the right
on the real line, start with the branch of ts−1 given by (e2πit)s−1 = e2πi(s−1)ts−1, integrate from +∞ to
ε > 0 along the real axis, clockwise around a circle of radius ε at 0, then back out to +∞, now with the
standard branch of ts−1. For Re(s− 1) > −1 the integral around the little circle goes to 0 as ε→ 0. Thus,∫ ∞

0

ts−1

1 + t
dt = lim

ε→0

1

1− e2πis(s−1)

∫
Hε

ts−1

1 + t
dt

The integral of this integrand over a large circle goes to 0 as the radius goes to +∞, for Re(s − 1) < 0.
Thus, this integral is equal to the limit as R→ +∞ and ε→ 0 of the path integral over the Hankel/keyhole
contour

from R to ε, from ε clockwise back to ε, from ε to R, from R counterclockwise to R

This integral is 2πi times the sum of the residues inside it, namely, that at t = −1 = eπi. Thus, using
eπi = −1,

Γ(s)Γ(1− s) =

∞∫
0

ts−1

1 + t
dt =

2πi

1− e2πi(s−1)
· (eπi)s−1 =

2πi

e−πi(s−1) − eπi(s−1)
= − 2πi

e−πis − eπis
=

π

sinπs

giving the asserted identity for 0 < Re(s) < 1, and then everywhere by the Identity Principle.
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Next, since sinπs is entire, π/ sinπs has no zeros, but has poles at all integers. Thus, if Γ(s) had a zero
so, by Γ(s)Γ(1 − s) = π/ sinπs, necessarily so is a pole of Γ(1 − s), to cancel in the product. From the
identity sΓ(s) = Γ(s + 1), obtained by integration by parts, we saw that the poles of Γ(s) are simple poles
at non-positive integers, so the poles of Γ(1− s) are simple poles at positive integers, and the only possible
zeros of Γ(s) would be at positive integers. We know this does not happen, for several possible reasons. For
one, these values are factorials Γ(n) = (n− 1)!. For another, π/ sinπs does have poles at all integers, so the
simple poles of Γ(1− s) are not cancelled in the product Γ(s)Γ(1− s). That is, Γ(s) has no zeros, so 1/Γ(s)
is entire. ///

[09.5] Prove that 1
Γ(s) = s ea+bs ·

∏∞
n=1(1 + s

n ) e−s/n for some constants a, b.

We have shown that 1/Γ(s) is entire. We need to prove that its growth order is λ < 2, to invoke Hadamard’s
product theorem h ≤ λ < h+ 1. Then its genus is h = 1, so in its Weierstraß product

1

Γ(s)
= eg(s) · s

∞∏
n=1

(
1 +

s

n

)
e

( s

−n
)

+
( s

−n
)2
/2 + . . .±+

( s

−n
)hn

/hn

the entire function g(s) is a polynomial of degree at most h = 1, and the compensating exponential factors
are simply e−s/n.

A simple form of the Stirling-Laplace asymptotic for Γ(s) is

lim
|s|→∞

Γ(s)√
2π e−s ss−

1
2

= 1 (in Re(s) ≥ δ > 0)

with fixed δ > 0, so ∣∣∣ 1

Γ(s)

∣∣∣ ∼ 1√
2π

es s
1
2−s (in Re(s) ≥ δ > 0)

The es factor is of growth order 1. With |s| bounded away from 0, | log s| �ε |s|ε for every ε > 0, so√
s�δ,ε e

|s|ε in Re(s) ≥ δ > 0. Letting s = σ + it, the subtlest part is

|ss| = |es log s| = eRe(s log s) = eσ·Re(log s)−t·Im(log s) ≤ e|s|·| log s| �δ,ε e|s|
1+ε

(for all ε > 0)

where, of course, the implied constant depends on δ and ε. The product of functions of growth order 1 has
growth order 1:

e|s|
1+ε

· e|s|
1+ε

= e2·|s|1+ε ≤ e|s|
1+2ε

(for large |s|)

Thus, in the half-plane Re(s) ≥ δ > 0, the desired bound on 1/Γ(s) holds.

To get a bound in a left half-plane, say in Re(s) ≤ 1
2 , use

1

Γ(1− s)
= Γ(s) · π sinπs

The Stirling-Laplace asymptotic for Γ(s) in Re(s) ≥ 1
2 again gives |Γ(s)| �ε e

|s|1+ε for all ε > 0. Certainly

sinπs is of order 1, so, for Re(1− s) ≤ 1
2 , we have |1/Γ(1− s)| �ε e

|s|1+ε for all ε > 0. This completes the
argument that 1/Γ(s) is entire of order 1. ///

[09.6] Let d(n) be the divisor function, that is, the number of positive divisors of an integer n. Show that d
is weakly multiplicative in the sense that d(mn) = d(m) ·d(n) for m,n relatively prime, and that d(p`) = `+1
for p prime, and give some estimate on d(n) adequate to show that

∑
n≥1 d(n)/ns is absolutely convergent

for Re(s) sufficiently large positive. Show that

∞∑
n=1

d(n)

ns
= ζ(s)2
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Write d|n when d divides n. To prove the first assertion, we prove that the positive divisors of mn for
relatively prime m,n are exactly products dd′, for positive divisors d of m and d′ of n. One direction is easy:
for d|m and d′|n, certainly dd′|mn.

In the other direction, for D|mn, we claim that D = gcd(D,m) · gcd(D,n), where gcd is greatest common
divisor. Since m,n are relatively prime, certainly the product of the gcd’s divides D, but the other direction
is a little subtler.

Just-in-case, we review some proof devices from elementary number theory. For example, unique factorization
of the integers Z follows from the presence of the Euclidean algorithm, which shows that, given integers x, y,
there are integers u, v such that gcd(x, y) = ux+vy. Next, we claim that, for example, removing the greatest
common divisor from two numbers leaves greatest common divisor just 1, that is, we claim that

gcd
( x

gcd(x, y)
,

y

gcd(x, y)

)
= 1

Indeed, dividing through gcd(x, y) = ux+ vy by the gcd,

1 = u
x

gcd(x, y)
+ v

y

gcd(x, y)

Similarly, if d|mn and d is coprime to m, necessarily d|n: write 1 = ud+ vm, and then

n = n · 1 = n · (ud+ vm) = nud+ nvm = d · (nu+ v
mn

d
)

Thus, given D|mn, certainly D/gcd(D,m) divides (m/gcd(D,m)) · n. But D/gcd(D,m) and m/gcd(D,m)
are coprime, so D/gcd(D,m) divides n, and D/gcd(D,m) divides gcd(D,n). Then

gcd(D,m) · gcd(D,n) divides D = gcd(D,m) · D

gcd(D,m)
divides gcd(D,m) · gcd(D,n)

giving equality D = gcd(D,m) · gcd(D,n). Thus, set of divisors of a product mn of relatively prime m,n
is in bijection with the cartesian product of the sets of divisors of m and of n, so d(mn) = d(m)d(n). It is
immediate that the divisors of a prime power p` are 1, p, p2, . . . , p`, giving d(p`) = `+ 1.

Certainly the number of positive divisors of n is no more than n itself, so d(n) ≤ n, and
∑
n d(n)/ns converges

at least in Re(s) > 2. In fact, we see that a stronger result holds, as follows.

Weak multiplicativity and unique factorization into prime powers gives the Euler product

∑
n

d(n)

ns
=

∏
p prime

(
1 +

d(p)

ps
+
d(p2)

(p2)s
+ . . .

)
=

∏
p prime

(
1 +

2

ps
+

3

(p2)s
+ . . .

)
In terms of x = p−s, the power series

1 + 2x+ 3x2 + . . .

is the derivative of 1 + x+ x2 + . . . = 1/(1− x), namely, 1/(1− x)2. That is, for each p,(
1 +

2

ps
+

3

(p2)s
+ . . .

)
=
(

1 +
1

ps
+

1

(p2)s
+ . . .

)2

and∑
n

d(n)

ns
=

∏
p prime

(
1 +

2

ps
+

3

(p2)s
+ . . .

)
=
( ∏
p prime

(
1 +

1

ps
+

1

(p2)s
+ . . .

))2

=
(∏

p

1

1− 1
ps

)2

= ζ(s)2

This makes possible derivation of some asymptotic results for d(n). ///
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[09.7] (A variant Perron identity) Show that, for σ > 0, a vertical path integral moving upward along the
line Re(s) = σ evaluates to

1

2πi

∫ σ+i∞

σ−i∞

Xs

s(s+ θ)
ds =


1
θ (1−X−θ) (for X > 1)

0 (for 0 < X < 1)
(for θ > 0, σ > 0)

(The notation is the standard way of indicating a path integral over a vertical line.)

As with the more delicate Perron identity itself, the idea is that the vertical integration contour can be
moved to the right for 0 < X < 1, picking up no residues at all, giving 0, and moved to the left for X > 1,
picking up the residues at the simple poles at s = 0 and s = −θ. When this is justified, these residues are
X0/(0 + θ) and X−θ/(−θ), together giving the indicated (1−X−θ)/θ.

The issue is justification, which is easier in this case than for the original Perron identity, since here we have
absolute convergence, unlike the original. That is, first, the indicated integral is absolutely convergent, and
can be evaluated as a single limit (rather than worrying about the two tails as separate limits):

1

2πi

∫ σ+i∞

σ−i∞

Xs

s(s+ θ)
ds = lim

T→+∞

1

2πi

∫ σ+i∞

σ−i∞

Xs

s(s+ θ)
ds

For 0 < X < 1, so that Xs decays to the right, view the finite vertical integral as the left side of an integral
clockwise around the rectangle with vertices σ− iT , σ+ iT , T + iT , T − iT , and then back to σ− iT . Noting
that |Xs| = XRe(s), the integrals over the three other sides are easily estimated: the top and bottom are∣∣∣ ∫ T±iT

σ±iT

Xs ds

s(s+ θ)

∣∣∣ ≤ ∫ T

σ

Xu du

T 2
≤
∫ T

σ

1 du

T 2
≤ 1

T
−→ 0

and the right side is ∣∣∣ ∫ T−iT

T+iT

Xs ds

s(s+ θ)

∣∣∣ ≤ ∫ T

−T

X−T du

T 2
≤
∫ T

−T

1 du

T 2
≤ 2

T
−→ 0

Thus, in the case 0 < X < 1, the vertical integral is the negative (because the path integral is clockwise)
sum of residues inside that rectangle, namely, 0.

For X > 1, so that Xs decays to the left, view the finite vertical integral as the right side of an integral
counter-clockwise around the rectangle with vertices σ − iT , σ + iT , −T + iT , −T − iT , and then back to
σ− iT . Much as in the case 0 < X < 1, the integrals over the three other sides are easily estimated: the top
and bottom are ∣∣∣ ∫ −T±iT

σ±iT

Xs ds

s(s+ θ)

∣∣∣ ≤ ∫ T

−σ

X−u du

T 2
≤
∫ T

−σ

1 du

T 2
≤ σ + T

T 2
−→ 0

and the left side is∣∣∣ ∫ −T−iT
−T+iT

Xs ds

s(s+ θ)

∣∣∣ ≤ ∫ T

−T

X−T du

(T − θ)2
≤
∫ T

−T

1 du

(T − θ)2
≤ 2T

(T − θ)2
−→ 0

Thus, again, the path integral around the rectangle captures the residues inside it, as indicated. ///

[09.8] In the Gaussian integers Z[i], there are 4 units ±1,±i. The norm is N(m + in) = m2 + n2. Show
that the zeta function

ζZ(i)(s) =
1

#Z[i]

∑
06=m+in∈Z[i]

1

N(m+ in)s
=

1

4

∑
m,n not both 0

1

(m2 + n2)s
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has an analytic continuation and functional equation

π−sΓ(s)ζZ[i](s) = π−(1−s)Γ(1− s)ζZ[i](1− s)

by using

θ(y)2 =
(∑
n∈Z

e−πn
2y
)2

=
∑

m,n∈Z
e−π(m2+n2)y

This is completely parallel to Riemann’s argument for ζ(s), using a different but closely related theta function:

Θ(y) = θ(y)2 =
( ∑
m∈Z

e−πn
2y
)2

=
∑

(m,n)∈Z2

e−π(m2+n2)y

The theta function Θ(y) can also be considered directly, using the two-dimensional Fourier transform. The
functional equation θ(1/y) =

√
y · θ(y) gives the functional equation

Θ(1/y) = y ·Θ(y)

As in Riemann’s discussion, first we have the integral representation of ζZ[i](s) with its appropriate Gamma
factor: for Re(s) > 1, ∫ ∞

0

ys
Θ(y)− 1

4

dy

y
=

1

4

∑
0 6=(m,n)∈Z2

∫ ∞
0

ys e−π(m2+n2)y dy

y

= π−s · 1

4

∑
0 6=(m,n)∈Z2

1

(m2 + n2)s

∫ ∞
0

ys e−y
dy

y
= π−sΓ(s) · 1

4

∑
06=(m,n)∈Z2

1

(m2 + n2)s
= π−sΓ(s) ζZ[i](s)

To prove the analytic continuation and functional equation, observe that the integral from 1 to ∞∫ ∞
1

ys
Θ(y)− 1

4

dy

y

extends to an entire function, because the rapid decay of Θ(y) − 1 dominates the polynomial growth of ys

as y → +∞.

The integral from 0 to 1 can be converted to an integral from 1 to ∞ via the functional equation of Θ, with
some leftover more-elementary terms: replacing y by 1/y and then rearranging gives∫ 1

0

ys (Θ(y)− 1)
dy

y
=

∫ ∞
1

y−s (Θ(1/y)− 1)
dy

y
=

∫ ∞
1

y−s (yΘ(y)− 1)
dy

y

=

∫ ∞
1

y1−s
(

(Θ(y)− 1) + (1− 1

y
)
) dy
y

=

∫ ∞
1

y1−s (Θ(y)− 1)
dy

y
+

∫ ∞
1

(y1−s − y−s) dy
y

=

∫ ∞
1

y1−s (Θ(y)− 1)
dy

y
+

1

s− 1
− 1

s

The integral converges very well for all s ∈ C, so extends to an entire function, and the two rational functions
extend to meromorphic functions on C. Thus,

π−sΓ(s) ζZ[i](s) =

∫ ∞
1

(ys + y1−s)
Θ(y)− 1

4

dy

y
+

1/4

s− 1
− 1/4

s
(at first just for Re(s) > 1)

presents π−sΓ(s) ζZ[i](s) in a form exhibiting its meromorphic continuation and functional equation
s←→ 1− s. ///
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