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[06.1] Let ψn(x) = e2πinx. Let δZ be the Dirac comb, that is, a periodic version of Dirac’s δ, describable
as having Fourier series

δZ =
∑
n∈Z

1 · ψn (converging in H−
1
2−ε(T) for all ε > 0)

With λ 6∈ R, show that the differential equation

u′′ − λ · u = δZ

has a periodic solution u ∈ H
3
2−ε(T) ⊂ Co(T), using Fourier series, by division. Show that the equation

v′′ − λv = f is solved by

v =

∫
T
u(x− t) f(t) dt =

∫ 1

0

u(x− t) f(t) dt

[06.2] Show that u′′ = δZ has no solution on the circle T. (Hint: Use Fourier series.) Show that u′′ = δZ−1
does have a solution.

[06.3] On the circle T, show that u′′ = f has a unique solution for all f ∈ L2(T) orthogonal to the constant
function 1.

[06.4] Compute ĉosx.

[06.5] Smooth functions f ∈ E act on distributions u ∈ D(R)∗ by a dualized form of pointwise multiplication:
(f · u)(ϕ) = u(fϕ) for ϕ ∈ D(R). Show that if x · u = 0, then u is supported at 0, in the sense that for
ϕ ∈ D with sptϕ 63 0, necessarily u(ϕ) = 0. Thus, by the theorem classifying such distributions, u is a linear
combination of δ and its derivatives. Show that in fact x · u = 0 implies that u is a multiple of δ itself.

[06.6] Given f in the Schwartz space S , show that there is F ∈ S with F ′ = f if and only if
∫
R f = 0.

[06.7] Let u(x) = ex ·sin(ex). Explain in what sense the integral

∫
R
f(x)u(x) dx converges for every f ∈ S .

[06.8] Compute the Fourier transform of the sign function

sgn(x) =

 1 (for x > 0)

−1 (for x < 0)

Hint: d
dx sgn = 2δ. Since Fourier transform converts d/dx to multiplication by 2πix, this implies that

(2πi)x · ŝgn = 2δ̂ = 2. Thus, (πi)x · ŝgn = 1.

[06.9] On Rn, show that |x|2 ·∆δ = 2n · δ.

[06.10] On R2, compute the Fourier transform of (x± iy)n ·e−π(x2+y2) for n = 0, 1, 2, . . .. (Hint: Re-express
things, including Fourier transform, in terms of z = x+ iy and z = x− iy, w = u+ iv, and w = u− iv.)
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[06.11] Show that on Rn with n ≥ 3,

∆
1

|x|n−2
= constant multiple of δ

That is, up to a constant, 1/|x|n−2 is a fundamental solution for the Laplacian.

[06.12] In the context of complex analysis, the Cauchy-Riemann operator is

∂

∂z
= 1

2

( ∂
∂x

+ i
∂

∂y

)
The Cauchy-Riemann equation characterizing holomorphic functions f is

∂

∂z
f = 0

Show that
∂

∂z

1

z
= constant multiple of δ

That is, 1/z is a fundamental solution for the Cauchy-Riemann operator. (So the shape of the Cauchy
integral formula is perhaps not so surprising.)

[06.13] Show that, given a distribution u on Tn, for any 0 ≤ k ∈ Z there is f ∈ Ck(Tn) and sufficiently
large ` such that (1−∆)nf = u.

[06.14] Show that, given a compactly-supported distribution u on Rn, for any 0 ≤ k ∈ Z there is f ∈ Ck(Rn)
and sufficiently large ` such that (1−∆)`f = u.
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