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Abstract Growing interest in applications of AI in healthcare has led to a similarly
elevated interest in fully integrated smart systems in which disparate technologies,
such as biometric sensors and conversational agents, are combined to address health
problems like medical event detection and response. Here we describe an ongoing
project to develop a supportive health technology for stress detection and intervention
and discuss a pilot application for one component, the conversational agent.

1 Introduction

Stress is a universal constant in modern life, for both young and old alike. Stress has
heavy societal impact – since stress plays a major role in physical and mental well-
being, people repeatedly experiencing stress without appropriate copingmechanisms
cannot achieve their full potential in any number of situations [15, 17]. A variety
of mitigation and coping techniques have been proposed to address stress, notably
effective time management and planning skills, but these can be difficult to learn
without proper tools [10, 17].

Stress management is a key component of lifestyle modification in the treatment
of many conditions among elderly people [4, 16]. The increased availability and ease
of use of intelligent technologies such as conversational agents (CAs) gives them
great potential as supplements for human caregivers in supporting older populations
and for more effective stress management in general.
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Here we describe the first phases of an ongoing project, “SMARTHUGS,” which
is a multidisciplinary effort to create a system designed to detect stress in users and
deliver a multimodal touch- and speech-based intervention when users experience
high stress. The end product is a prototype of a compression garment, such as a vest,
with an integrated unobtrusive physiological signal monitoring using a wrist-worn
device (Empatica E4) and a CA interface. The monitor and the CA in tandem will be
able to detect potential stressors in real time and flag them, activating the garment to
provide therapeutic compression similar to a hug. The CA component is the focus of
this paper, specifically the design of its architecture and the domain as initial steps
towards addressing open challenges in the field as informed by real user data.

2 Background and Related Work

The key motivating concepts to this work include the effects of stress on health and
the usefulness of CAs as support mechanisms.

Stress and Health. Many studies have shown the effects of stress on conditions
like heart disease, depression, and sleep disorders, to name a few [11]. It has also
been shown that stress has negative effects on disease progression and quality of
life, and managing stress can significantly affect disease management [16]. Stress
also impacts mental health, which appropriate interventions can mitigate or reverse
[4]. This is notably true for cognitive functioning, which is salient for age-related
cognitive decline [7, 11]. Stress management and coping skills are important aspects
of treatment plans and can be used as cognitive support [6].

Time Management and Coping. Time management is closely related to stress.
The development of effective time management skills has been linked to stress
mediation and anxiety reduction in many situations and age groups [10, 15, 17].
Time management skills lead to a perception of control over time, which in turn
increases reported satisfaction levels in measures such as academic/job performance
and overall life satisfaction [15]. Time management skills are also important for
older adults, especially those experiencing cognitive decline [6].

Conversational AI and Support. CA systems have been used inmany applications,
such as changing habits, patient education, and as social support for older users [8].
Health applications are sensitive [14] and so arguably benefit most from data-driven
ground-up design. However, the cycle of prototyping and user testing is costly [3],
making the use of user-centered design in many support domains as difficult and
uncommon as it is necessary, even despite its desirability [12].
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3 Proposed Approach

Our prototype system incorporates three separate applications. The tasks done by
the system consist of two separate yet similar workflows. In a prospective use case,
the CA talks with a user about their upcoming schedule and stress levels for the day.
In the retrospective use case, the CA acts like a diary and talks with a user about the
events of their day and the stress they actually experienced.

The key challenges reflect open challengeswith CAs andNLP in general: (1) inter-
preting ambiguous or complex temporal expressions [18], (2) appropriately respond-
ing to stress-related disclosures, and (3) doing the same for other affective states and
self disclosure [14]. These challenges informed our architecture choices (Sect. 3.1)
and were directly drawn from observations in human experiments (Sect. 3.2).

3.1 System Components

MindMeld. MindMeld is an open-source conversational AI platform recently re-
leased by Cisco [2], which neatly packages all the NLP modules necessary to create
a fully-integrated dialogue system. We chose MindMeld for this pilot due to its ro-
bustness and flexibility, which will be needed to further address challenges 2 and 3.
Unlike other frameworks which require a complex set of dialogue rules, MindMeld
fully exploits machine learningmethods to train an agent given only a set of domains,
entities, and intents within the domain.

SUTime. SUTime, a library developed by the Stanford NLP group, is a robust
deterministic temporal expression parser [1]. SUTime uses an extensive rule base
to parse temporal expressions into the TIMEX3 format. We chose SUTime as an
alternate pipeline for temporal information because Mindmeld does not handle some
types of temporal expressions (eg., discussion of recurring or conditional events)
natively, so more support is needed to effectively address challenge 2. SUTime also
allows us to reduce the amount of training data required; the application only needs
to recognize an entity, not fully understand its contents.

Google Calendar API. We included an external calendar service in our system as
a way to increase system performance. With an external API, we can store, retrieve,
and modify events without slowing the application down. We chose the Google
Calendar API for ease of use and familiarity by developers and users [5].

3.2 Implementation

Data-Driven Dialogue Development. The dialogue flow for our CA is based on
scripted interactions with participants in a Wizard of Oz protocol (WOZ) [3]. We
sought to answer two questions: When faced with a machine, how do users actually
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talk about the events in their day? How do they talk about stress and time, and
how comfortable are they when discussing these topics? To answer those questions,
participants talked to a realistic “prototype” about their daily schedule and their
stress levels and mood. Using real user data as a basis for our CA allows us to create
a more natural dialogue flow and provides us examples of possible inputs. User data
are also reserved as a test set for the CA. Fig.1 shows two dialogue segments from
this dataset with rich features.

(1): Response to schedule prompt, with complex temporal expressions and habit disclosure
System: What’s next on your schedule after reading and studying?
Participant: Um...Around that time...once I’m done with that it should be about maybe 4:00 or
something. I usually just wait until {PERSON} gets home or when {PERSON} needs to get picked
up and then I’ll go do that but it’ll be around maybe 6:00 or 8:00 depending on what days of the
week it is.
(2): Response to stress prompt with indirect voluntary preference disclosure
System: How stressful do you think that will be?
Participant: Um, probably around a two, because it’s cold outside.

Fig. 1 Sample real-world dialogue fragments

Domain Modeling. Our implementation began with developing a training dataset
of calendar entries provided by other researchers. We then developed our ontology
of calendar events and annotation scheme. The key entity in our application is an
event, which contains these entities: (1) event name, (2) location, (3) start date/time,
(4) end date/time, (5) duration, (6) frequency/frequency duration, and (7) stress level.
Of these, only 3, 4, and 5 were predefined in the Mindmeld platform. In the first
training set, 300 calendar entries were annotated by two independent raters.

User: I have a meeting with Paul and Ryan at one.
System: Where will that be?
User: in my office
System: How long do you think it will take?
User: Hopefully about an hour
System: How stressful do you think it will be?
User: I’m not sure.
System: How would you rate that on a scale from one to seven?
User: Maybe a 5
System: That sounds stressful. Please tell me how it goes later.
User: Okay.
System: Thank you. I’ll add an event called meeting with Paul and Ryan in your office to your
calendar for today. I’ll schedule it to start at 1:00 PM and end at 2:00 PM. Does that sound good?
User: yep
System: Great. What’s the next item on your schedule?
User: That’s it
System: Goodbye.

Fig. 2 Sample dialogue for event entry during a prospective interaction, with features such as
automated slot filling and ability to switch between intents and domains.
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Conversational Agent. Our pilot CA is designed to exploit learned domain models
rather than relying on a rule base. Users need not fill in event information in any
particular order, and can mostly move freely between different domains and intents.
The only rule enforced is that users must provide all necessary details for each event.
However, we built some fail-safes into the application to minimize repetitiveness
and user frustration. First, the application fills missing slots automatically using
information already provided by the user. Second, in the case of entity resolution
failure, the system will re-prompt for the desired information twice before switching
to a rule base. Third, in the case of major failure, such as a user attempting an
unknown workflow, the agent will try a redirect and then switch to a rule base.

Figure 2 shows a sample dialogue with the system when adding a calendar event.

4 Conclusions and Future Work

This work is in early stages and presents many opportunities for improvement. In the
short term, we will increase data privacy and flexibility by both connecting this CA
to an in-house speech recognition server and developing a simple calendar graphical
interface to be hosted internally. We will also expand our dataset and validate our
annotation scheme with naïve raters. Long-term questions to explore include:

Designing Conversational Interventions for Stress. CAs in mental health appli-
cations face a number of unique challenges and pitfalls. How does an agent appro-
priately detect affective state from conversation? What constitutes an appropriate
reply to self-disclosure and different user states? The answers to these questions are
vital and difficult, considering the sensitivity of mental health issues [14]. CAs used
to address mental health issues must be carefully designed to be appropriate and
sensitive to user needs, while not being artificial or repetitive.

Improved Handling of Complex Temporal Expressions. Humans talk about time
in daily conversation in a way which is often coarse-grained and ambiguous. Fully
understanding temporal expressions encompasses problems such as commonsense
reasoning and temporal resolution [18, 19]. For instance, our prototype currently
struggles to interpret expressions with long tails and conditional expressions (“Re-
mind me to take the garbage out everyWednesday, except when it’s after a holiday.”),
which it should understand to converse naturally.

Enhancing User Modeling with Self Disclosure. The need for better usermodeling
in CAs is not a new problem, but it is both complex and a notable source of
dissatisfaction in users [9, 13]. Though user-dependent, our WOZ testing has shown
that users display at least a moderate degree of self-disclosure. A history of a user’s
schedule, including patterns, could be used as part of a more complex user model.
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