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ABSTRACT
This work draws inspiration from social insects exploring an unfa-

miliar environment to develop general search strategies. It specifi-

cally draws from discoveries in evolutionary and behavioral adapta-

tion for foraging/exploration in ants. The solution seeks to encour-

age real-time adaptations that aid in search efficiency, removing the

computationally intensive pre-training necessary in many learning

architectures. Inter-agent communication is exploited to continu-

ously adopt the parameter values that best complement the current

exploration strategy in each robot. In contrast to the traditional

genetic algorithm architecture, this form of unsupervised, heuristic-

based online learning strives to optimize the controller parameters

exclusively via local interactions, which are intended to offer fine-

grain control to the low -level thresholds and constants employed

for the exploration strategies expressed while reconciling the sys-

tem’s implicit (environment familiarity) and explicit goals (object

acquisition).
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1 INTRODUCTION
Swarm robotics is a field of robotics that derives insight from bio-

logical entities such as bees, beetles and foraging ants. At the agent

level, the internal mechanisms are primarily primitive and based

on current interactions with the environment. However, these be-

haviors fundamentally contribute to the emergence of complex

macroscopic events. For instance, the behaviors can enable the

synchronization of agents in some formations or in the swift ac-

quisition of objects from the environment (i.e., foraging). These

individual behaviors are embodied within the controller algorithm

of each agent but the mechanisms may be based on heuristics or op-

timization methods inspired by real organism behavior (i.e., particle

swarm optimization, ant colony optimization).

Proc. of the 22nd International Conference on Autonomous Agents and Multiagent Sys-
tems (AAMAS 2023), A. Ricci, W. Yeoh, N. Agmon, B. An (eds.), May 29 – June 2, 2023,
London, United Kingdom. © 2023 International Foundation for Autonomous Agents

and Multiagent Systems (www.ifaamas.org). All rights reserved.

These algorithms are fine-tuned to the current environment, with

no direct focus on creating generalizable search strategies that could

be applied to similar situations. This work, however, strives to adopt

the strategies utilized by biological organisms to develop dynami-

cally changing behaviors in response to incentives and punishments

in a ’food’ and possibly obstacle-laden environment. Besides the

strategies expressed, we also incorporate an evolutionary algorithm

with parameters intended to guide how the strategies themselves

occur. It has been shown that animals learn via Bayesian updating,

which when applied to animal behavior, is based on the assumption

that animals have an expectation of the world (i.e., patch quality,

quality of mates ) or “posterior opinion” which gets updated as new

information is encountered [19]. Coupled with this intuition, we

modify the controller parameters in each agent using its real-time

performance. This is especially applicable when an agent needs to

instantaneously update itself in response to unforeseen events or

elements in the environment. The purpose of this approach is to

adopt the framework of genetic algorithms to support real-time

(and thus less training-intensive) adaptation to the environment.

2 RELEVANTWORK
Many solutions for improving aspects of emergent behaviors found

in foraging-based scenarios draw inspiration from social or bio-

logical phenomena or via unsupervised learning models such as

reinforcement learning [20]. However, the computational burden

caused by memory-intensive learning frameworks or lack of gener-

ality across similar scenarios merit further exploration. In order to

avoid these shortcomings, insights from heuristics applied in social

insects are utilized [16, 18, 20, 25]. Algorithmic approaches inspired

by social insects include the artificial bee colony algorithm (ABC)

[9], artificial bacterial foraging [12], ant colony optimization [4],

and particle swarm optimization [8, 16, 25], which have been used

for optimization problems. This work addresses the use of genetic

algorithms in online (embodied) evolution [11] and biology-inspired

techniques [19, 31] to examine real-time learning for foraging tasks

where prior knowledge of the environment is not available.

A genetic algorithm (GA) is a stochastic search technique in-

tended to mimic natural evolution [15]. The potential solutions

to a given problem are represented as chromosomes (mimicking

genes in natural organisms) that are updated after each generation

to improve the solutions as the problem space is explored more

thoroughly. The solutions generated are ranked by a fitness func-

tion that retains the most promising solutions, which later undergo

crossover and mutation to diversify the solution set. This process is

repeated until an optimal or near-optimal solution is identified. The



process of finding a solution happens before assessing it. Online

implementations, on the other hand, do this process in real-time as

progress is made over time. Since the optimal search problem is NP-

hard [27], computational methods such as GAs are a potential way

to produce high-quality solutions with reduced time complexity.

GAs have been used in path planning, task coordination, and

multi-objective control [29] In multi-robot settings, this approach

allows for alternations in controller parameters [24], levels of inter-

activity with other robots [30], or collision avoidance [35] via the

genetic encoding of these settings that are updated over many itera-

tions. The genetic material is generally represented as a vector that

is transformed via crossover or mutation to develop new solutions

to be assessed [10]. However, our work specifically differentiates

itself from others through its increased focus on existing biological

exploration and learning strategies (i.e., using bayesian updating

[31], optimal foraging theory [19]) as an alternative to explicit forms

of long-termmemory as applied to the foraging scenario. The intent

is abstraction of the general environment in real-time rather than

parameter fine-tuning for specific environmental configurations.

This would be relevant in cases where complete visibility or prior

knowledge of the environment itself is unavailable.

3 ONLINE PROGRESSIVE IMPROVEMENT
GENETIC ALGORITHM (OPI-GA)

We propose a solution to the foraging problem based on making

progressive strategic improvements through real-time contextual

information and inter-robot interactions using a genetic algorithm

(GA). GAs use a fitness function to drive the evolution of certain

parameters toward an optimal solution for that objective. This is

initially done in a stochastic fashion until convergence towards

an optimal configuration. Many generations are needed to thor-

oughly explore the problem space. However, the real world may

be dynamically changing, so an optimal solution is not always at-

tainable. The intuition underlying our online GA is progressive

improvement rather than optimality. This is done by allocating a

certain amount of time to exploration (assigning agent parameters)

and comparing that outcome to past results, to determine whether

the current approach should be enforced or penalized. Specifically,

we propose a solution that combines strategic behavior learning

(behavioral component) with a GA dedicated to fine-tuning how

those behaviors are expressed (GA component).

3.1 Genetic algorithm overview
The behavioral component includes a probability distribution of the

exploration strategy (i.e., forward persistence, circular persistence,

correlated random). The hard parameters for fine-tuning those

behavioral strategies are represented as a chromosome 𝜃𝑡
𝑃𝑖

with

each component i associated with each hard parameter’s value

(which is initially stochastically generated).

The parameters we seek to fine-tune via the algorithm are listed

in Table 1. The speed parameter was selected since it is analogous to

the adapted morphology (longer legs = more straight line behavior,

shorter legs = tighter turn radius) found in ants to optimize search

behavior depending on the environmental terrain [23].

The reward and penalty are derived from optimal foraging the-

ory, which predicts behavioral strategies that maximize net energy

Table 1: Parameters in a chromosome

Parameter Range

speed (revolutions/sec) [0, 10]

reward [0, 30]

exploration penalty (per sec) [0,5]

object encounter threshold [0,5]

gain (from food collected) at the lowest penalty [26], and uses con-

straints on temporal, energetic, and cognitive aspects. We aim to

explicitly account for the temporal and energetic component in-

volved in determining this cost-benefit relationship through the

energetic reward and initial energy of the agent as well as the

penalty for exploration. Also, relative abundance (the cognitive fac-

tor) is indirectly accounted for by the agent’s reaction in response to

a lack of success in a local area and increased straight-line (forward-

persistence) exploration when the energy of the agent reaches zero.

The final component, the object encounter threshold, aims to in-

tegrate a naive Bayes classifier-like element when creating the

discrete probability distribution for the available strategic explo-

ration options: CRW (correlated random walk), circular, forward-

persistent. For instance, after 𝑁 collections, the discrete probability

distribution for each strategy is altered to depend only on the num-

ber of successes for each strategy divided by the sum of the number

of successes encountered. Bayes theorem calculates the conditional

probability of the occurrence of an event based on prior knowledge.

This threshold will determine how many successes are necessary

before the discrete probability distribution is only dependent on its

own personal experiences with each strategy. The benefit of this

approach is its scalability, low training data requirements, and lack

of sensitivity to potentially irrelevant features [1].

If a robot encounters another robot, they both exchange infor-

mation regarding their chromosome and current fitness, using an

LED and light sensor on each robot. Interactions between robots

are used to determine the subsequent chromosome an agent would

assume after a generation had passed. The chosen mate for this

process is based on the best-encountered agent during that genera-

tion, not the global best. The best is determined by choosing the

chromosome with the highest performance, using the following

fitness equation:

𝐹𝜃𝑡
𝑃𝑖

=


𝛼1 (𝑐𝑔) + 𝛼2 (

1

𝑒𝑔
), 𝑖 𝑓 𝑒𝑔! = 0

𝛼1 (𝑐𝑔), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

where 𝛼1 and 𝛼2 are weight constants of 2 and 1 respectively (to

encourage object collection over collision avoidance), while 𝑐𝑔 is

the total collected during that generation, and 𝑒𝑔 is the total number

of collisions encountered during that generation. If no fitter robots

are encountered, the chosen mate is its own chromosome.

If the encountered agent has a higher fitness, the original chro-

mosome for that agent is saved until the beginning of the next

generation. Once that generation begins, that saved chromosome

and current chromosome undergo crossover and mutation to create

a new chromosome (that is randomly selected from the children)

for that agent for that generation. If no agents are encountered



during that generation’s duration, the chromosome does crossover

and mutation with its original chromosome. The pseudo-code for

the GA component can be found in Algorithm 1.

Algorithm 1 GA component pseudo-code

1: procedure OPI-GA(N) ⊲ environment initialization

2: Generate N robots

3: Generate block distribution

4: while g < G do
5: if Generation g = 0 then ⊲ chromosome initialization

6: for Individual i in N do
7: Randomly generate chromosome 𝜃𝑡

𝑃𝑖
∼ U (𝑡𝑚𝑖𝑛 ,

𝑡𝑚𝑎𝑥 )

8: else
9: for Individual i in N-1 do
10: Select Parent Index k
11: if encounter then
12: Select Parent Index k
13: Select counterpart Index l and evaluate fit-

ness

14: Store chromosome if F(𝐹 𝑡
𝑙
) > F(𝐹 𝑡

𝑘
)

15: Evaluate fitness 𝐹 𝑡
𝑖
using F(𝜃𝑡

𝑃𝑖
)

16: Select elite individual 𝑃
𝑔

𝑒𝑙𝑖𝑡𝑒

17: Cross-over and mutation 𝑃
𝑔

𝑒𝑙𝑖𝑡𝑒
with 𝑃𝑡

𝑖
18: g++

The process of crossover uses a binary representation of each

parameter. It assumes parameter independence. Meaning, each

parameter is represented as a binary string. The strings for each

parameter may have different lengths but are the same for the same

corresponding parameter. Cross-over assumes parameter indepen-

dence such that each parameter pair has a different single point

before being recombined into a new chromosome. The ’first’ child

from each recombination is the one chosen, this mirrors zygote

formation in biology [17]. Also, practically speaking, exhaustive

comparisons of each potential child generated would not be feasible

using the existing architecture with this emphasis on real-time, dy-

namic changes (the robot gets only one chromosome). The overall

intent is to ensure that beneficial trait parameters persist in general

through this process. A potential future direction could include

using forms of memory or association learning to develop ways to

abstract potential fitness so all children can be considered in this

real time scenario. This process is repeated for each parameter and

combined to generate a new child chromosome for the subsequent

generation. The process of mutation includes a scan of each binary

component of a parameter, with a 0.2 probability of that element

swapping (i.e., 0 to 1).

3.2 Behavioral Adaptation Component
In contrast, the exploration behaviors are updated instantly in

response to events impacting individual agent performance, as

described in Algorithm 2.

The system is initially set as an equally partitioned discrete

probability mass function IP(A) to sample a search strategy 𝐵𝑠 from.

Algorithm 2 Behavior component pseudo-code

1: procedure OPI-GA(N) ⊲ environment initialization

2: Generate N robots

3: Generate block distribution

4: while g < G do
5: Initialize E(0) = reward, penalty, speed, and encounter

threshold from 𝜃𝑡
𝑃𝑖

6: Initialize c = number successful collections for each

respective strategy

7: if Generation g = 0 then
8: Sample 𝐵𝑠 ∼ IP (A)

9: else
10: for t in g do
11: if E(t) = 0 then
12: IP(A) = || IP(A) x 𝑋𝐵,1|| , where 𝑋𝑖 = 1.2 if𝐴1,𝑖

= "forward-persistent", 𝑋𝑖 = 1.2, else 𝑋𝑖 = 0

13: if obj found then
14: E(t) = E(t) + E(0), C(𝐵𝑠 ) = C(𝐵𝑠 ) + 1

15: if num obj found < threshold then
16: IP(A) = || IP(A) x 𝑋𝐵,1|| , where 𝑥𝑖 = 1.2 if

𝐴1,𝑖 = 𝐵𝑠 , 𝑋𝑖 = 1.2, else 𝑋𝑖 = 0

17: resample 𝐵𝑠 ∼ IP (A), reset E(t) to E(0)
18: else ⊲ naive bayes intuition

19: IP (A) = || c || and resample 𝐵𝑠 ∼ IP(A)

20: E(t) = E(t) - penalty
21: g++

Throughout the simulation, however, the weight of each strategy is

updated based on the current performance of the agent using that

strategy. This weighting alters the probability function the agent

samples from to determine its subsequent exploration strategy

(i.e., forward persistence, circular persistence, correlated random)

during that generation in response to success or failure. The scaling

constant of 1.2 is intended to directly increase the probability of

selecting that search strategy by 20% of what it was originally.

This either occurs when the robot should enforce larger movement

away from a current spot using the forward-persistence strategy or

reinforce its current strategy. Forward persistence means that over

the course of the strategy time’s duration, the robot will proceed

in the forward direction The overall probability distribution gets

re-normalized after this manipulation.

On the other hand, circular persistence partitions the strategy
time into four bearings, the subsequent bearing due right or left

of the current heading. Finally, the correlated random is simply the

usage of a correlated random walk, a movement that follows a

Markov chain (with forward direction being most likely) and other

headings equally likely with respect to each other.

Over the course of the entire trial, relevant robot status informa-

tion includes the energy the agent has at that point in time (which

gets updated after an object is found or deducted for every second

spent exploring with no success), the current fitness, the number of

objects collected so far, the strategy currently being used, whether

the robot is homing or searching, and what robot’s chromosome

is best of those encountered so far. These values are represented



under the robot status. Examples of personal events include when

the agent’s energy reaches 0 or a successful collection occurs.

Instead of relying on centralized algorithms to determine an

agent’s subsequent destination (Particle Swarm Optimization) [6]

or post-hoc fine-tuned parameters [28], we use a probability dis-

tribution of general strategies based on purely personal and local

interactions. The behavioral probability distribution is accompanied

by hard parameters such as speed, reward, penalty, and encounter

threshold, which are listed in Table 1. These parameters come from

insights derived from ant literature, optimal foraging theory, and

elements of naive Bayes updating. Ants are an especially good anal-

ogy because of their success in foraging performance [8], which

have real-world relevance (i.e., in search-and-rescue operations).

It has been shown that the environment influences how a system

chooses search strategies, prioritizes objectives, and coordinates

local decisions [7], which makes real-time updating reasonable.

3.3 Determining the optimal learning time for a
given environment

In order to determine an optimal learning time (i.e., generation

duration) for each of the environment types, we assessed each

for 30 trials (each trial 600 sec long) for each potential generation

time. After the learning time 𝑡 has elapsed, the robot controller

does crossover and mutation to generate a new set of parameters

as it continues the foraging task. Based on the environment, the

level of success (number of objects collected, number of collisions

occurred) during that duration is used to determine whether the

robot will do crossover/mutation with the chromosome of another

robot encountered, if it has a better fitness, or its own chromosome

(reinforcing hyper-parameters already in place).

The environments we use include a 2 m × 2 m arena with objects

distributed in either a random, (RN) power-law (PL), or urban-

inspired (Urban) fashion. These environments were selected to

simulate natural distributions (i.e., random individual seed distri-

bution [14], food patches [19], static environment with obstacles

[33]). The environment during each trial is re-generated to avoid

randomly generating an environment that has a more favorable

object distribution, especially given the small number of trials used

to determine the learning time. During the exploration task, the

learning time influences the frequency of update as each robot

fine-tunes its hyper-parameters and develops a general strategy to

traverse an unknown area. Ultimately the best average collection

was selected (or equivalent based on p value with respect to best

and selected learning time).

To determine the learning time for the random distribution (RN)
environment, we counted the mean number of the objects collected.

The learning time that was ultimately selected was 20 seconds for

each generation because it had the largest mean of objects collected.

The times attempted can be found in Table 2. An example of the

distribution is in Fig. 1a. Based on the distribution of p-values done

via two-sample statistical t-test, the performance for learning times

of 30, 50, 90, and 110 are very similar (greater than 50 percent

chance of null hypothesis being true). The mean number of objects

collected decreases, being potentially indicative of a sub-optimal

learning time for an environment with randomly distributed objects.

The high degree of variability may also be indicative of lack of

(a) RN Scenario

(b) PL Scenario

(c) Urban Scenario

Figure 1: Snapshot of environments assessed

significance of a precise learning time per se, given how close the

learning times are with respect to each other.

For the power-law distribution (PL), we generated repeatedly

the environment (with the same object distribution) of 20 clusters

randomly distributed (each cluster ranging between 1 and 5). An

example of the distribution can be found in Fig. 1b. The learning

time selected was 30 sec, chosen from the best-performing candi-

date learning times. Based on the distribution of p-values done via

two-sample statistical t-test, the other candidate solutions that are

very similar (greater than 50 percent of null hypothesis being true)

include 20, 50, and 60. Besides the 100 learning time, as the learning

time increases, the average performance begins to decrease, with

the difference growing more significant as a result.

The final environment assessedwas the urban environment, which
consists of buildings (static obstacles) of varying dimensions spread

throughout the environment. This environment is of particular

interest because it reflects the reality in human-centered environ-

ments. The manner in which the objects are collected is similar



Table 2: OPI-GA mean learning time for RN (random distri-
bution of 20 objects over 30 trials)

Potential Time Mean (RN) Stdev (RN) p-val

20 1.90 1.348 -

30 1.73 1.172 0.611

40 1.17 1.117 0.025

50 1.67 1.516 0.531

60 1.53 1.167 0.265

70 0.97 0.999 0.004

80 1.43 0.971 0.130

90 2.10 1.626 0.606

100 1.37 1.129 0.102

110 2.07 1.388 0.639

Table 3: OPI-GA learning time for PL (20 clusters distributed
in the environment, over 30 trials)

Potential Time Mean (PL) Stdev (PL) p-val

20 2.40 1.567 0.871

30 2.33 1.605 -

40 1.97 1.586 0.377

50 2.06 1.530 0.512

60 2.17 1.555 0.684

70 1.83 1.206 0.178

80 1.63 2.076 0.150

90 1.20 1.126 0.003

100 2.00 1.912 0.468

110 1.47 1.383 0.029

Table 4: OPI-GA learning time for Urban (distribution similar
to RN, but with obstacles, over 30 trials)

Potential Time Mean (Urban) Stdev (Urban) p-val

20 1.60 1.354 0.402

30 1.13 1.042 0.019

40 1.60 1.453 0.418

50 1.90 1.398 -

60 1.57 1.357 0.353

70 1.87 1.279 0.924

80 1.40 1.329 0.161

90 1.23 1.073 0.043

100 1.10 0.803 0.009

110 1.17 1.177 0.032

to the RN scenario. An example of the distribution can be found

in Fig. 1c. Similar to the previous environmental distributions, the

placement of each element is consistent across different trials and

candidate learning times. The learning time selected was 50 seconds

because it has the highest mean performance. Based on the p-values

generated from the two-sample t-test, another similar candidate

solution was 70. However, besides this learning time, the p-value

appears to decrease, indicative of an increasing significance in the

difference between the performance of these learning times with

respect to the selected learning time. Furthermore, the number of

objects collected on average for the same environmental conditions

appear to roughly decrease at the potential time increases if you

exclude the 70 candidate solution as well.

3.4 Insights on chromosome composition
The chromosome composition of each chromosome draws inspira-

tion from optimal foraging theory, bayesian updating, and general

morphological traits that influence social insect performance in

different environmental conditions.

Figure 2: Snapshot of individual performance for urban en-
vironment trial (population size 15, number collected = 6)

In general, successive successes reinforce behaviors that improve

performance. Furthermore, it is apparent that in contrast to the

chromosomes that do not change, dynamic changes in the parame-

ters as time progresses contribute to enhanced performance.

For instance, examining agent 5 and 9’s (in Fig. 2) changes in

the controller parameters contribute to the improved number of

objects collected. This aligns with our understanding of the flexibil-

ity represented in ants as they make moment-to-moment updates

to adapt to their every-changing surroundings [13]. Furthermore,

it appears that some parameter types such as g1 (speed) and g3

(reward) are especially susceptible to increases when the fitness in-

creases. However, as simulation progresses, the degree of observed

variability in each of the parameters flattens towards generally the

same value, which could be indicative of increased homogeneity.

4 RESULTS AND DISCUSSION
4.1 Experimental Set-up
As mentioned before, these parameter attributes are intended to

guide the emergence of general search strategies for a given object

distribution within a shared environment. In order to assess the

efficacy of this approach, we used the Webots simulation software

[32] with the parameters listed in Table 5.

Each robot was equipped with three distance sensors in the front

for obstacle detection, a camera for object recognition, motors for

navigation, and LED lights/light sensors for inter-robot recognition.

The precise parameters used for the GA are listed in Table 6.

The population range was selected to assess the performance of

this approach using a variety of different population densities. The

other constants were fitted post-hoc and generalized to all scenarios



Table 5: Simulation Parameters in Webots

Parameter Constant

Arena Size 2m 𝑡𝑖𝑚𝑒𝑠 2m

Robot type Khepera

Maximum Speed 0.813 m/s

Robot Radius 0.275 mm

Turning Radius 0 90 180 270

Proximity Sensor Detection Range 0.1 m

Collision Distance 0.033 mm

Table 6: GA Parameters

Parameter Constant

Time step 32 ms

Robot strategy duration 25.6 sec

Number of Trials 50

Trial Duration 600 sec

Population Sizes 5 10 15

after preliminary work determined reasonable time constraints to

collect an object and gain information from the environment and

other robots. The turning radius represents the available headings

a robot can turn to, the time step represents the duration for each

forward movement, and the robot strategy duration represents the

duration for each strategy selected. If no object is found during this

time, the probability of that strategy being selected decreases by

0.02, and the distribution is re-normalized. If success is observed,

the probability increases by 0.02 and is re-normalized.

Once the learning time was approximated for each environment,

we compared our algorithm with other bio-inspired algorithms

on the same task. The algorithms included Correlated Random

Walk [21], Levy [2], LAS [34], and SCAAM [18] algorithms which

have demonstrated potential in foraging tasks without requiring

memory-intensive computations [3, 5, 22].

The CRWand Levy algorithms arememoryless and are heuristics

that determine subsequent robot orientation or step size. CRW tends

to maintain the current heading but can also move in any other

heading as well. The Levy walk is a random walk that samples

from the Levy distribution to determine the size of a given robot’s

step before moving in that given direction. LAS and SCAAM, on

the other hand, incorporate a learning automata-based strategy

influenced by prior successes in the environment. The area is broken

into cells and the LAS algorithm uses a probability distribution that

gets updated with more successes to reinforce robot returns to those

corresponding cells. The SCAAM algorithm uses an inverted ant-

pheromone approach, enforcing areas that have not been traversed

by agents yet.

4.2 Object collection performance
Oncewe found an acceptable learning time, we compared the perfor-

mance of each algorithm to OPI-GA in three different environments

(RN, PL, and urban) and different population sizes (5, 10, 15).

For the RN scenario (Fig. 3), 20 objects are randomly strewn

throughout the environment. The OPI-GA algorithm performs the

worst at the lowest population size but significantly improves as

the population size (and thus perhaps the number of potential

interactions) increase. With increased interactions, it is possible

that agents with particularly high fitness values are better able

to disseminate information via crossover and mutation regarding

parameters that are conducive to exploration. The algorithm that

performs particularly well in this scenario is the Levy flight. This

may be due to the heterogeneous dissemination of objects which

allows this algorithm to benefit due to the variable step sizes from

the Levy long-tail distribution.

Figure 3: RN collection statistics, averaged over 50 trials

For the PL scenario (Fig. 4), the OPI-GA performance is almost pre-

cisely like the LAS algorithm. LAS uses an automata-based frame-

work that reinforces local areas that have been successful in the

past (there is a higher probability of returning to that location) [34].

This would make sense since there is a clustering of collectable

items. The fact that OPI-GA behaves very similarly would imply the

emergence of strategic behaviors, especially as the population sizes

increase. Deeper analysis on the number of interactions encoun-

tered as well as their nature (i.e., locating an agent with a higher

fitness value) would be necessary to further characterize these in-

teractions and understand to what extent they can be beneficial vs

impeding further productivity as the population size increases.

For the Urban scenario (Fig. 5), similarly to the RN scenario, 20

objects are randomly strewn throughout the environment. Addi-

tional static obstacles are included to mimic an urban environments

via the inclusion of heterogeneous ’building’ objects disseminated

in a similar fashion to a real city. As the population increases, the

performance of OPI-GA also improves with respect to the other

algorithms compared. This could be due to the increased number

of collisions, especially for the SCAAM and LAS algorithms as the

pheromone based flocking behavior may contribute to congestion.

4.3 Generalization performance
In order to determine the extent to which the evolved strategies in

OPI-GA can be generalized to new environments (same number of

items, but distributed slightly differently), the fine-tuned parameters



Figure 4: PL collection Statistics, averaged over 50 trials

Figure 5: Urban environment collection statistics, averaged
over 50 trials

from the initial environment (seed 11) were applied to the trial

with the updated environment (seed 15) for 50 trials. The seed

value represents the seed used to originally generate the position

of the objects in the environment, to ensure that the distribution

is the same across trials and algorithms. For algorithms that also

utilize a form of memory or learning (i.e., LAS and SCAAM), those

saved parameters were applied to the newly generated environment.

Since the derived strategies are heuristics-based, we hope to see an

improvement since explicit forms of memory (i.e., exact location of

elements) aren’t utilized in this case.

In the RN environment (Fig. 6), the GA algorithm performs better

with respect to the other algorithms for both seed values/alternate

object distributions. In general, all algorithms (even those that do

not use memory) do improve their average collection performance

in the second trial. This may be due to a generally more favorable

distribution of objects with this particular seed. The LAS algorithm

represents the best improvement between the two scenarios. The

genetic algorithm, on the other hand, exhibits a slight improvement,

which may mean that the fine-tuned chromosome and behavioral

probability distribution from seed 11 presents only a marginal ad-

vantage in collection performance, if at all.

Figure 6: Overall average collection statistics in RN (popula-
tion size 15) for two block distributions (seed 11 and seed 15)

Figure 7: Overall average collection statistics in PL (popula-
tion size 15) for two block distributions (seed 11 and seed 15)

As seen in the power law environment (Fig 7), the genetic algo-
rithm does not perform as well across most of the other algorithms

compared. This may be due to the inherent stochasticity and lack of

recognition of patches in an unknown environment. Stochasticity

is inherent in the behavioral strategies utilized by the agents in

the genetic algorithm as it traverses over time. Repeated successes

won’t necessarily mean that an agent will explore the same spot, but

rather, would use the same navigation strategy after successfully

returning an item to the nest. For the LAS algorithm in particu-

lar, this appears to be the contrary, which makes sense this this

algorithm reinforces returns to local areas with particular success.

For the scenario with 15 robots in the urban environment (Fig. 8),
the genetic algorithm outperforms the other algorithms for seed 10

(with a randomized starting chromosome) and for seed 15 (with the

fine-tuned chromosome). The fact that there is no significant de-

crease in performance across different environmental distributions

is potentially indicative of prior learning that facilitated the emer-

gence of fine-tuned parameters that encourage object collection

for similarly distributed urban environments. A similar behavior is

observable in the LAS algorithm where the previously beneficial

locations were more likely to be selected OPI-GA during the seed

15 scenario as well). The general improvement across all algorithms

also may indicate a preferable distribution of objects in general.



Figure 8: Overall average collection statistics in urban en-
vironment (population size 15) for two block distributions
(seed 11 and seed 15)

5 UNDERLYING INDIVIDUAL BEHAVIORS
We gathered information in order to better understand the trans-

formations observed in each robot and in the environment. Based

on Fig. 9, agents either have one search strategy which is chosen

preferentially or an equi-partitioned distribution. The parameters

also appears to stabilize towards similar corresponding values as

the agents continue to explore the environment.

Fig. 10 (a) shows that the number of encounters of robots with a

better fitness value during a given generation is highest towards the

beginning of the simulation. This makes sense since all the agents

begin in the center of the arena. However, the encounters remain at

0 for the majority of the time, which may imply fewer opportunities

for interaction or convergence towards similar fitness values.

Fig. 10 (b), shows that the agents tended to distribute themselves

in a manner where interactions were limited (towards the extremes

of the arena). This would provide greater explainability of the en-

counter statistics observed. Despite the lack of encounters in this

case, the use of distributed tactics proved fairly effective in limiting

collisions between agents. Further work is needed to characterize

the extent to which exclusionary vs collaborative tactics may be

useful, especially in different environments.

In order to confirm the role of interaction frequency in perfor-

mance, the size of the arena for the RN scenario was reduced by 30

percent to increase to probability of interaction. It was apparent

that for certain trials that performed well, the number of interac-

tions was markedly greater. Examples of this are referenced in Fig.

15. As the interactions between better performing robots increase,

especially later on in the exploration phase, the overall performance

of that respective robot improves. For the poor performing trial,

the frequency of these interactions throughout the entire explo-

ration phase is more isolated and not as consistent. It also indicates

promise in the potential for inter-robot communication in propa-

gating information that facilities effective exploration.

6 FUTUREWORK AND CONCLUSIONS
In general our findings indicate that our real-time genetic algorithm

approach is a promising direction for abstraction-based coordina-

tion strategies across different agents in a shared environment. As

(a) Behavior summary

(b) Parameter progression

Figure 9: Snapshot of urban environment trial (population
10, number of blocks collected 4) showing behavioral and
parameter changes

the population size increases, the performance of our algorithm

improves, compared to the other algorithms. Our approach was de-

signed to garner past knowledge via changes in strategy sampling

and the underlying fine-tuning parameters for those strategies,



(a) Number of more fit robots encountered

(b) Overview of each individual robot path taken, with each location
recorded after the end of every generation

Figure 10: Example of navigational and social information
in urban environment (population 10, number collected 4)

incorporating both morphological and behavioral shifts in a dy-

namically changing environment.

Further work will be done to further characterize the social inter-

actions between agents (i.e., task allocation, hierarchy, practicing

Figure 11: Encounter statis-
tics for RN scaled-down arena
(population 15) – good trial

Figure 12: Collection statis-
tics for RN scaled-down arena
(population 15) – good trial

Figure 13: Encounter statis-
tics for RN scaled-down arena
(population 15) – poor trial

Figure 14: Encounter statis-
tics for RN scaled-down arena
(population 15) – poor trial

Figure 15: Comparison between trials with high and low
encounters with better performing robots

restraint/foresight, a collective fitness vs individual fitness function,

collaborative vs competition-based higher-level strategies). There

will be a greater focus on the use of social dynamics to drive on-

line learning from organisms in biology. Additionally, work will be

done to explore more diverse urban environments with dynamic

obstacles that tend to stay on predictable paths (e.g., cars on roads,

people on sidewalks).
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