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Perceptually Guided Polygon Reduction

Lijun Qu and Gary W. Meyer

Abstract—The properties of the human visual system are taken into account, along with the geometric aspects of an object, in a new
surface remeshing algorithm and a new mesh simplification algorithm. Both algorithms have a preprocessing step and are followed by
the remeshing or mesh simplification steps. The preprocessing step computes an importance map that indicates the visual masking
potential of the visual patterns on the surface. The importance map is then used to guide the remeshing or mesh simplification
algorithms. Two different methods are proposed for computing an importance map that indicates the masking potential of the
visual patterns on the surface. The first one is based on the Sarnoff visual discrimination metric, and the second one is inspired by the
visual masking tool available in the current JPEG2000 standard. Given an importance map, the surface remeshing algorithm
automatically distributes few samples to surface regions with strong visual masking properties due to surface texturing,

lighting variations, bump mapping, surface reflectance, and interreflections. Similarly, the mesh simplification algorithm simplifies more
aggressively where the light field of an object can hide more geometric artifacts.

Index Terms—Perceptually guided rendering, visual masking, visual perception, surface remeshing, simplification, level of detail.

1 INTRODUCTION

TEXTURE maps, bump maps, environment maps, and
surface reflections all have a dramatic impact on the
appearance of a polygon mesh. Today, these surface signals
are used to produce striking visual effects at little cost by
employing the texture mapping and pixel shading hard-
ware available on PC graphics cards. There has been a
considerable amount of work in the field of computer
graphics on the creation, processing, and usage of surface
signals.

Surface signals have also been employed to develop
perceptually based global illumination algorithms [35], to
compress the texture map by allocating less texture space
for low-frequency texture regions [4], and to generate a
specialized signal parameterization [36] by taking into
account the frequency distribution of the surface signal.
However, very little work in the area of geometric modeling
has taken surface signals into consideration.

Some researchers have noticed that surface signals can be
useful in the area of geometric modeling. Ferwerda et al. [12]
developed a visual masking model for computer graphics
and observed that visual masking can have an impact on the
representation of geometric models. The existence of surface
signals on a geometric model can raise the visibility
threshold of the geometric error due to surface tessellation.
This elevated threshold should be taken into account
by algorithms such as mesh simplification and surface
remeshing algorithms that aim to determine a simplified
representation for a geometric model. Fig. 1 shows a flat
shaded cylinder with and without texture. Faceting artifacts
can be seen clearly in Fig. 1a, but no faceting artifacts can be
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seen in Fig. 1b. For the cylinder with texture shown in
Fig. 1b, a more coarse geometric representation would
suffice.

In this paper, we propose a surface remeshing
algorithm [31] and a mesh simplification algorithm that
take into account the surface signals on the mesh. We are
particularly interested in the perceptual properties of the
surface signals. Most surface remeshing or mesh simpli-
fication algorithms distribute samples on the surface
according to the geometric properties of the mesh such
as surface curvature. In this paper, the distribution of
samples is guided both by the geometric properties of the
mesh as well as the perceptual properties of the surface
signals.

This paper makes contributions in the following areas:

e  We extend the current state of the art in perceptually
based level of detail algorithms to include visual
masking. Visual masking requires multiscale and
multiorientation decomposition of the signal and is
difficult to apply in surface remeshing and simpli-
fication algorithms.

e We propose two methods that compute the percep-
tual properties of the surface signal. The first one is
based on the Sarnoff visual discrimination metric
(VDM). The second one is based on the visual masking
tool recently developed for the JPEG2000 standard.

e We develop a surface remeshing and a mesh
simplification algorithm that take into account both
the geometric properties and the perceptual proper-
ties of the surface signals on the mesh.

The remainder of this paper is organized as follows:
Section 2 reviews some related work in perceptually guided
rendering, perceptually guided level of detail, surface
remeshing and mesh simplifications, and the interaction
between surface signals and geometry. In Section 3, we
introduce some background on the properties of the human
visual system. We then describe two algorithms that
compute the visual masking potential of a texture in
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Fig. 1. Flat shaded cylinder (a) without and (b) with texture (after
Ferwerda et al. [12]).

Section 4. In Sections 5 and 6, we describe in detail our
perceptually guided remeshing and simplification algo-
rithms. In Section 7, we discuss our perceptually guided
approach to polygon reduction and compare it to some
previous work in this area. Finally, we summarize our work
in Section 8.

2 PREviOus WORK

In this section, we present some previous work in the area
of perceptually guided rendering, perceptually guided level
of detail, surface remeshing and mesh simplification
algorithms, and the relationship between the surface signal
and geometry.

2.1 Perceptually Guided Rendering

Visual perception has traditionally been exploited in compu-
ter graphics to accelerate expensive global illumination
algorithms. Please refer to a recent report for a summary
[29]. By taking advantage of properties of the human visual
system, computational resources can be intelligently allo-
cated where they are most needed. Furthermore, visual
perception can serve as a stopping condition for image
synthesis algorithms. Due to the characteristics of the human
visual system, image synthesis algorithms can halt at a point
that yields consistent image quality. Several models of the
human visual system have been used in computer graphics.
Bolin and Meyer [5] propose an adaptive sampling ray tracer
guided by a modified Sarnoff VDM [27] that samples the
image plane based on the image content in the rendered
images. Volevich et al. [42] use the visible differences
predictor [10] to improve the performance of progressive
global illumination algorithms. Ramanarayanan et al. [34]
introduce the concept of visual equivalence and propose
visual equivalence predictors (VEPs). They also show that
VEPs can be used to improve the efficiency of rendering
algorithms. Other schemes have also been proposed to speed
up image synthesis by taking advantage of the human visual
system [35], [38], [44]. Our algorithm shares similarities with
these algorithms but they are applied to a different problem
domain.

2.2 Perceptually Guided Level of Detail

The image-driven simplification framework developed by
Lindstrom and Turk [25] departs from approaches that make
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polygon simplification decisions based on geometric error.
Instead, they use the root mean square image difference
metric. Their approach prioritizes edge collapse operations
based on the root mean square difference in pictures created
before and after the deletion takes place. They demonstrate
that image-driven simplification can produce results better
than or equal to most geometry-based mesh simplification
algorithms. Lindstrom [24] employs a perceptually moti-
vated metric in a mesh simplification algorithm. Luebke and
Hallen [28] propose perceptually driven mesh simplification
that controls the simplification using psychophysical models
of visual perception. They map an edge collapse operation to
the worst contrast grating introduced by the edge in question.
They later extended their work to the simplification of lit
textured meshes [47]. However, visual masking is not
included. Our paper has the same goal as their research.
However, we use a contemporary model of the human visual
system, which includes threshold-versus-intensity, contrast
sensitivity, and visual masking. More recently, Lee et al. [21]
introduce the idea of mesh saliency as a measure of regional
importance for geometric models and then integrate this
information into a mesh simplification algorithm. User
studies on mesh saliency [17], [18] have shown its effective-
ness for mesh simplification algorithms. User studies have
alsobeen conducted to measure and predict the visual fidelity
of level of detail models [46].

2.3 Surface Remeshing and Simplification

With the advance of model acquisition techniques, there has
been a considerable amount of work in the area of surface
remeshing and mesh simplification. We only list publica-
tions most significant to our own work. Alliez et al. [3]
propose a novel interactive technique that first partitions
the model into patches homeomorphic to disks, and then
parameterizes each patch over a planar domain. Most of the
remeshing operations can then be performed in the 2D
parametric domain instead of 3D. In their recent work on
anisotropic remeshing [1], they show that sampling along
the principle curvature directions can produce compactly
represented meshes. Some researchers have taken another
approach to surface remeshing by working directly on the
3D mesh. Turk [41] designs an elegant algorithm that
positions vertices by point repulsion. More recent work [39]
employs a series of local operations to improve mesh
quality. As for related mesh simplification algorithms,
visibility-guided simplification by Zhang and Turk [50]
simplifies a polygonal mesh by exploiting the fact that
different parts of the model can have different visibility due
to self-occlusions. Parts of the surface that have less chance
to be seen can be simplified more aggressively than other
portions of the surface. Kho and Garland [19] develop a
mesh simplification algorithm that takes into account an
importance map drawn by a user on the geometric model.
The importance map can include semantic information in
general not available to the algorithm without user
intervention. One example is the eye portion of a humanoid
model. Pojar and Schmalstieg [30] also develop a user-
guided simplification algorithm. Mesh saliency [21] is
considered in a simplification algorithm, where salient
parts of the geometric model are simplified less aggres-
sively than other parts of the model. In this paper, we
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present two polygon reduction algorithms that take into
account the properties of the human visual system,
especially visual masking.

2.4 Surface Signals and Geometry

In this article, surface signals are any variation of object
lightness and color that is generated by mechanisms
independent of the underlying geometry (diffuse textures,
normal maps, environment maps, etc). Nowadays, most
meshes come with surface signals. However, the majority of
existing work either considers the problem of geometry
simplification without taking into account the perceptual
properties of the surface signals, or attacks the problem of
construction, manipulation, and optimization of surface
signals without considering the geometry. Until recently,
there has been little work that explores the interaction of
geometry and surface signal. Sander et al. [36] and Tewari et
al. [40] propose signal-specialized surface parameterization
that minimizes the signal stretch instead of the usual
geometry stretch and show that the signal-specialized
parameterization can improve the image quality due to less
texture stretch. Carr and Hart [6] design an interactive
painting system that dynamically adjusts the parameteriza-
tion of the geometry according to the frequency content of the
texture painted on the surface. Their system allocates more
texture space to high-frequency texture regions, thus preser-
ving the details of the texture during rendering. Cheng and
Boulanger [7] propose a method for adaptive transmission of
3D textured models online called TexMesh, which reduces
the resolution of both the geometry and the texture using
scale-space and visual perception analysis in order to satisfy a
given transmission bandwidth constraint. In this present
article, we take advantage of the masking effects introduced
by the surface signals to further reduce the number of
polygons without causing noticeable visual artifacts.

3 MoDELS OF HUMAN VISUAL SYSTEM

Several models of human vision [10], [27] have been
developed in the image science industry to assist in the
creation of visual displays, image compression algorithms,
and other imaging systems. Ferwerda et al. [12] proposed a
model of human vision for computer graphics. In these
models, the information processing of the human visual
system generally consists of three stages: threshold-versus-
intensity function, contrast sensitivity function, and visual
masking. The threshold-versus-intensity function describes
the nonlinear response of the visual system responding to
different intensity levels. The contrast sensitivity function
indicates how the visual system reacts to stimuli of different
frequencies. The visual masking function describes the
visibility of a foreground object when seen against some
background.

In this work, we are specially interested in the visual
masking properties of the human visual system. In a visual
masking experiment [22], the foreground is called the
signal, and the background is called the masker. The sum
of the masker and the signal is shown to an observer. The
contrast of the signal is increased until it approaches the
visibility threshold of the observer. Fig. 2 shows the effect
of visual masking. The abscissa represents the contrast of
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Fig. 2. The visual masking function of the human visual system, adapted
from Ramasubramanian et al. [35].

the masker, and the ordinate represents the contrast of the
signal. As can be observed in the diagram, when the
contrast of the masker is low, there is little or no masking.
Masking becomes apparent as the contrast of the masker
increases.

Fig. 1 shows an example of visual masking. These two
images are rendered with the same geometry. However,
Fig. 1a shows obvious faceting artifacts, but Fig. 1b does
not. This is due to the masking properties of the human
visual system: the wood grain texture hides the faceting
artifacts present in the second image. This phenomenon has
been used in the image science industry for a long time.
Artifacts introduced into the original image can be
considered as the signal, and the original image is
considered as the masker. For example, visual masking
has been used in image compression algorithms [45].
Quantization can be performed more aggressively in areas
of strong frequency content without introducing visual
artifacts. The quantization noise introduced by aggressive
quantization can be masked by the image content.

4 IMPORTANCE MAP EVALUATION

In this paper, we want to compute the visual masking
properties of a texture and use the results of this computation
to guide a surface remeshing algorithm and a mesh
simplification algorithm. Since the masking potential of a
texture correlates strongly with the spatial frequency,
contrast, and orientation of the test stimulus, any visual
masking computation is not theoretically correct without
considering the test stimulus itself. However, a well-designed
algorithm based on models of the human visual system can
still provide valuable information about the visual masking
potential of a texture. Walter et al. [44] compute the visual
masking properties of a texture using aspects of the JPEG
image compression standard. Ramasubramanian et al. [35]
propose a novel method to compute the visual masking
properties of a texture by handling the luminance-dependent
processing and spatially dependent processing separately
and then combining them in an appropriate manner. In this
section, we describe two algorithms that compute the
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Fig. 3. (a) Is the original texture. (b) Is the visual masking map computed
using the DC component of the original texture as the second
comparison image. (c) Is the visual masking map using low-pass
filtering of the original texture as the second comparison image.

masking potential of a texture. The first one is based on the
Sarnoff VDM, and the second one is based on the visual
masking tool developed in the JPEG2000 standard.

4.1 Algorithm 1—Sarnoff Visual Discrimination
Metric

We propose to compute the visual masking properties of a
texture using the Sarnoff VDM [27]. This allows us to take
advantage of the accumulated experience and robustness
that is built into this metric. Since the Sarnoff VDM takes
two images as input, we need to have a second comparison
image to feed in as input along with the original texture.
Some researchers have tried novel ways to derive the
second image or both images. Bolin and Meyer [5]
determine two candidate images while ray tracing by using
current estimates of the mean value and variance at each
pixel. Volevich et al. [42] employ two intermediate global
illumination solutions as input to the VDM.

According to Fourier theory, a texture can be decom-
posed into multiple frequencies. Since any nonzero fre-
quency signal can potentially cause visual masking, we can
remove all nonzero frequencies from the original texture
which creates a uniform image whose intensity is the
average of the original texture. This is also called the DC
component of the original image. We then compare this
image to the original texture. Since the Sarnoff VDM
employs contemporary models of the human visual system,
given the original texture and the DC component of the
texture, the Sarnoff VDM will pick out visual differences for
any nonzero frequencies in the original texture.

This approach would work if the original texture had
similar intensity values across the texture. However, in
general, this is not true for real-world textures, which have
very nonuniform intensities. Regions with different in-
tensities will be averaged together and they cannot be
handled well by this approach. To solve this problem,
some low frequencies in the original texture are allowed in
the second comparison image to preserve the local average
of the texture. Allowing some low frequencies in the
second comparison image does not cause significant error
in the final visual masking map because frequencies close
to zero have relatively weaker visual masking compared to
higher frequencies. Fig. 3 shows the visual masking caused
by frequencies without considering the threshold-versus-
intensity function of the human visual system. Notice that
Fig. 3a correctly shows the visual masking caused by the
step function in the original texture, while Fig. 3b
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Fig. 4. The chapel image and its importance map calculated using the
method derived from the Sarnoff VDM.

incorrectly shows visual masking occurring across almost
the entire texture.

This can be implemented efficiently by low-pass filtering
the original texture. In our implementation, we have used a
Gaussian filter to remove most of the high frequencies. It is
important to choose the right filter kernel size to filter the
texture. If the filter only removes a small portion of the high
frequencies in the original image, the visual masking
caused by those frequencies left out in the second image
will not show up in the final visual masking map.
Therefore, the visual masking caused by those frequencies
cannot be utilized in the remeshing algorithm. On the other
hand, if the filter removes too many of the frequencies, the
problem shown in Fig. 3b will occur. The aforementioned
problem has more chance to happen if the image contains
irregular intensity regions and these regions have sharp
boundaries (see Fig. 3a). Hence, the optimal kernel size is a
function of image content. In our implementation, we have
experimentally selected a filter kernel of size 15 (1 degree of
vision for our viewing distance and display dot pitch), and
it works well for all the examples shown in this paper.

The threshold-versus-intensity function gives the error
detection threshold corresponding to a given luminance
background. To compute the error threshold described by
the threshold-versus-intensity function, we have used the
piecewise approximation developed by Ferwerda et al. [11].
To get the final visual masking map, we use a linear
combination of these two maps. Note that we combine the
results differently from Ramasubramanian et al. [35] since
they compute an elevation map in the second step (which,
in our case, is the just noticeable difference (JND) map, a
kind of error threshold). Fig. 4 shows a chapel image and
the final visual masking map generated by our algorithm.
Notice that the window of the chapel shows stronger
potential for visual masking while the background shows
less possibility of visual masking. In addition, the right
window shows visual masking is more likely than the left
window because it has a higher base luminance level.

Since the Sarnoff VDM has been designed for
physiological plausibility and has been verified by a
number of applications, our approach is simple but has a
strong underlying foundation.

4.2 Algorithm 2—JPEG2000

In this section, we propose another algorithm inspired by
the visual optimization tools in the JPEG2000 standard that
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computes the visual masking potential of a texture. This
algorithm has been applied successfully in a point-based
rendering system [33].

The JPEG2000 compression standard was recently
developed to incorporate advances in image compression
technology and better serve the digital imaging applications
in the internet era. The new standard offers superior low
bit-rate performance, continuous-tone and bilevel compres-
sion, protective image security, among other features.

One of the key technical differences between JPEG and
JPEG2000 is the adoption of the discrete wavelet transform
(DWT) [37] instead of the 8 x 8 block-based discrete cosine
transform (DCT) [43]. The DWT, in general, offers better
compression performance over the DCT.

The DWT decomposes the original image at multiple
orientations and at different scales. This is similar to several
models of the human visual system [10], [27]. This offers
more opportunities to incorporate better models of human
vision in the JPEG2000 standard. Compared to JPEG,
JPEG2000 includes more visual optimization tools. The
quantization matrices in the original JPEG standard take
into account the threshold-versus-intensity and contrast
sensitivity function of the human visual system. Besides
threshold-versus-intensity and contrast sensitivity function,
JPEG2000 also includes visual masking as part of the visual
optimization tools [49].

Image compression algorithms have traditionally
exploited the properties of the human visual system to
increase the compression ratio. Watson [45] develops an
image compression algorithm based on human vision,
especially contrast masking. The recent JPEG2000 standard
includes visual masking as part of the visual optimization
tools. This extension can improve image quality over
textured regions. This nonlinearity is inserted between the
forward wavelet transform and the quantization module at
the decoder, and a “masking compensation” module is
added after the dequantization at the decoder. After the
DWT, the coefficients go through a nonlinearity, as shown
in the following:

o sign(z;)|zi|® sign(x;)|x;|"
v . - I°] ’
m; 1+a Zkfnear—i |$k| /|¢1|

where z; are the original coefficients after wavelet trans-
formation, o, a, and [ are constants that control the effects
of visual masking, and |¢;| is the size of the neighborhood.
The JPEG2000 recommended values for «, (3, and a are 0.7,
0.2, and (10,000/2"-dh=1)? respectively.

The denominator of (1) describes the importance of
masking in a neighborhood. In the original JPEG2000
standard, the neighborhood includes only the coefficients
available to the current pixel (causal neighborhood) at
the decoder. However, since we have access to all the
neighborhood pixels, in our computation, we use all the
neighborhood pixels for the current pixel. This equation
takes into account the artificial edges that commonly
exist in the images, and it computes a small importance
value for those cases. This helps to protect coefficients
around sharp edges. In our case, the masking importance
values around sharp edges will assume smaller values.

(1)

Fig. 5. The chapel image and its importance map calculated using the
method inspired by the JPEG2000 standard.

The denominator of (1) can be applied to every band
(except for the base band) after the discrete wavelet
transformation. The masking elevation factors for each
band at a specific scale describe the masking power for that
band at that scale. To compute an average masking power,
we take an average of the elevation factors at each band and
each scale. Fig. 5 shows the chapel image and its masking
importance map. Note that the windows of the chapel have
larger importance values than the relatively uniform back-
ground regions.

There are two main differences between our method and
that of Ramasubramanian et al. [35]. First, our method uses
the DWT, while their method uses the DCT. The DWT
better mimics the multiscale and multiorientation nature of
the human visual system. Second, these two approaches use
different masking functions. As mentioned before, our
approach includes a mechanism that suppresses large
coefficients due to edges in an image. This effect can be
observed in the importance image in the right image of
Fig. 5.

4.3 Discussion

The two algorithms described in Sections 4.1 and 4.2 share a
few similarities. First, both algorithms decompose the
original image with a multiscale and multiorientation
decomposition scheme, which parallels the workings of
the human visual system. Second, both approaches use a
similar visual masking function to calculate the visual
masking potential of a texture.

However, there are significant differences between them.
First, the two visual masking evaluation algorithms were
based on two very different algorithms. The Sarnoff VDM
was designed to discriminate the visual differences between
two images in an imaging system due to physical parameter
changes, whereas the JPEG2000 inspired algorithm was
designed for perceptually guided image compression.
Second, the two algorithms use different multiscale and
multiorientation decomposition schemes. While the algo-
rithm based on JPEG2000 uses DWT, the Sarnoff VDM uses
a decomposition that better fits with the psychophysical
data. Third, the two algorithms use different units in the
importance map. The one based on JPEG2000 uses physical
luminance error. In contrast, the Sarnoff VDM uses the unit
of JNDs, where one JND means 75 percent of probability of
being seen as an artifact. Another important difference is
that, in order to use the Sarnoff VDM, we have to generate a



6 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 14, NO.5, SEPTEMBER/OCTOBER 2008

second image, but the JPEG2000-based algorithm only
requires a single image. Lastly, the JPEG2000-based algo-
rithm uses the DWT, and it is much faster in terms of
computational speed and is more memory efficient than the
Sarnoff-based algorithm.

5 PERCEPTUALLY GUIDED REMESHING

The input to the remeshing algorithm is assumed to be a
parameterized triangulated mesh and several surface
signals that have accumulated on the mesh during render-
ing. First, our algorithm generates the composite surface
signal from several surface signal sources. Our algorithm
then analyzes the perceptual properties of the composite
surface signal using the importance map evaluation
methods described in Section 4. Third, the surface mesh is
converted to a map-based representation, and the geometry
remeshing process is treated as a 2D sampling process
based on an importance map. Finally, a Delaunay triangu-
lation operation is performed on these samples. These
samples and their connectivity are reprojected back to 3D to
form a 3D mesh.

We introduce the algorithm by showing how it can
account for a single type of observable surface signal: the
color pattern produced by 2D texture mapping. We then
broaden the definition of the surface signal to include the
effect of such things as bump mapping, spotlighting,
shadow patterns, and interreflections. We also demonstrate
how all of the effects included in this general definition of
the surface signal can be accommodated using the same
procedures developed to handle 2D texture mapping.

5.1 Map-Based Representation

Once we compute the masking importance map for the
texture, we can take advantage of this information to perform
geometry remeshing. In this paper, we have adapted the
remeshing approach developed by Alliez et al. [3]. This
method computes a set of 2D maps to represent the geometric
properties of the model. The advantage of this technique is
that most of the remeshing and filtering operations can be
easily done in the 2D parametric domain.

To represent the geometric properties of the model, we
have computed the following 2D maps: an area distortion
map, a curvature map, and a regular sampling of the
2D parametric domain [3]. When combined with the
previously computed visual discrimination map, we can
perform perceptually based geometry remeshing.

5.2 Importance Sampling Based on Centroidal

Voronoi Tessellation

A density map is computed using the maps determined
previously. Ideally, high curvature areas and low visual
masking texture areas require denser sampling, while low
curvature and strong visual masking areas require less
sampling. We have used two parameters to guide the
generation of the density map. The curvature gamma
adjusts the relative importance of the curvature map. The
visual perceptual gamma adjusts the relative importance of
the visual perceptual map.

Once the density map is computed, we need to discretize
the density map to a set of samples. Alliez et al. [3] use error

diffusion to generate the samples, then switch to centroidal
Voronoi tessellation [2]. In this work, we take the second
approach because it generates highly regular samples.

Given a region A and a density function p defined over
this region, the mass of centroid c of A is defined by

. Sy zp(x)de
Jap(z)dz

One way to compute the weighted centroidal Voronoi
tessellation is to use Lloyd’s relaxation [26]. Lloyd’s
relaxation can be considered as a fixed point iteration.
Given a density map and an initial set of n sites, it consists
of the following three steps:

(2)

1. Build a Voronoi diagram of the n sites.

2. Compute the centroid of each site and move the n

sites to their respective centroid.

3. Repeat steps 1 and 2 until a satisfactory solution is

reached.

Efficiently computing the centroid of each site is not a
trivial problem. Determining the centroid requires evalua-
tion of (1) for each site. Inspired by the work of Hoff et al. [16],
we resort to the use of computer graphics hardware to
compute the centroid of each site. A fragment program is
used to perform the integrations in (2) using the vector
reduce operation together with summation [20]. There is one
major issue with computing Voronoi diagram using graphics
hardware. The number of samples in a Voronoi diagram can
exceed the number of pixels that the graphics hardware
supports. This is especially true for our case since there can
be millions of samples for large models. To get around this
issue, we compute one centroid at a time instead of
computing the centroids of all sites at the same time.

5.3 Remeshing Results

The left image in Fig. 6a demonstrates the result of
rendering the Igea model (refer to Fig. 7e) with a leaf
texture pattern into a 2D map. The masking importance
map that corresponds to this 2D map is shown in Fig. 6b.
Centroidal Voronoi tessellation is then used to generate
samples (shown in Fig. 6¢) from Fig. 6b.

Perceptually based surface remeshing of the texture-
mapped Igea model depicted in Fig. 7 begins with the
generation of samples from the masking importance map
shown in Fig. 6b. The result of applying Lloyd’s relaxation
on the map for 20 iterations is illustrated in Fig. 6c. Finally,
the samples are reprojected to 3D to generate the 3D mesh.

Fig. 7 shows the remeshing of the Igea model both
with and without using the visual perceptual properties of
the surface signal. The two pairs (Figs. 7a and 7b and
Figs. 7c and 7d) are generated with different gamma
values for the curvature and perceptual components. The
original mesh contains 5,000 vertices. Fig. 7a shows a
uniformly remeshed model (curvature gamma is 0) with
2,000 vertices. Fig. 7b is produced with curvature gamma
0 and perceptual gamma 1.0. Fig. 7c is produced with
curvature gamma 1.2. Fig. 7d is produced with the same
curvature gamma as Fig. 7c and perceptual gamma 2.0.

Notice that the geometric details on the top part of the
original mesh are further removed as shown in Figs. 7b and
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(a) (b)
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Fig. 6. (a) Is the original texture, (b) is its masking importance map, and (c) shows the samples generated using centroidal Voronoi tessellation

from (b).

7d compared to Figs. 7a and 7c, respectively, since it is
covered by texture. This further reduction of polygon count
in textured areas will not be noticeable due to the visual
masking properties of the texture. The triangles saved in the
textured areas are used in other parts of the model. As can
be seen in the figure, the eyes, nose, and mouth of the model
have denser samples than the model without the perceptual
component, thus more details are preserved in these areas.

On a Xeon 1.8 GHz with J;GAmemory, it takes 0.8 second
to compute the surface signal and convert the geometry
into a map-based representation. The evaluation of the
Sarnoff VDM takes about 4.2 seconds for an image pair of
size 512 x 512. The centrical Voronoi tessellation using
10 Lloyd’s iterations for Fig. 7 takes about 20 seconds. This
is the most expensive part of the algorithm. Fortunately,
very few iterations are required to generate good samples.
Furthermore, generating samples using image halftoning
techniques can be used in the design phase to create the
initial samples.

5.4 Other Types of Surface Signals

Two-dimensional texture mapping has been used in this
paper to demonstrate how the perceptual properties of the
texture, such as masking, can be used to guide the
remeshing of the geometry to which the texture has been
applied. However, 2D texture mapping is only one example
of several processes that combine to produce the final color
pattern that is seen on the surface of the object. We call the
variation of lightness and color that is seen by a viewer
looking at the object, and that is generated by mechanisms
independent of the underlying geometry, the surface signal.
To achieve the most dramatic reduction in polygons the
complete surface signal should be used in the remeshing
process.

In this section, we enumerate the processes by which the
surface signal can be altered. In each case, we demonstrate
how our approach makes use of a single framework to
exploit the resulting surface signal and decrease the number
of polygons in the underlying geometric mesh. We note that
some of the methods by which the surface signal is altered
are viewpoint independent and could be taken into account

once for a static background like those found in most
animations and video games. In other viewpoint-dependent
cases, one would need to page in different mesh represen-
tations or remesh on the fly as the observer’s position was
changed.

5.4.1 Viewpoint-Independent Surface Signals

Bump mapping is another means by which the surface signal
can be altered without manipulating the underlying geome-
try. When only simple diffuse shading is used to perform the
bump mapping, the result will be viewpoint independent.
Fig. 8 demonstrates that the illusion of an embossed pattern
on the surface due to bump mapping can have a masking
effect similar to that produced by 2D texture mapping. The
area beneath the embossing requires fewer polygons than the
homogeneous surfaces adjacent to the embossed area.

Variations in the intensity of a light source across a
surface can be another component of the surface signal. The
most straightforward way for this to happen is when the
light source is focused into a spotlight. This can produce a
bright spot on the surface and raise the visual threshold
within that pool of light. An example of this is given in
Fig. 9. Here, we see that fewer polygons are required within
the bright region produced by the spotlight. Alternatively,
obstructions in front of a light source can produce intensity
variations that have a similar impact. Masking effects are
even possible, as shown in Fig. 11, when the pattern of
shadows has the necessary frequency content. Here, the
required number of polygons is reduced in the shadowed
areas.

5.4.2 Viewpoint-Dependent Surface Signals

Evaluation of a surface reflection model is an obvious way to
alter the surface signal. Implicit in the viewpoint-indepen-
dent surface signals described above is a diffuse shading
calculation. Here, we consider the effect of adding a strong
specular term to the reflection model that is employed. The
result can be a bright highlight on the surface of the object. In
a manner similar to the spotlight discussed above, the
number of polygons required beneath the specular highlight
is reduced because the visual threshold has been elevated in
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Fig. 9. Spotlighted region raises the visual threshold and decreases the
number of polygons required.

mirror reflections will produce a pattern on the surface that
can be exploited to reduce the number of polygons in the
object mesh. An example of this is shown in Fig. 10. Here, the
shiny teaspoon that reflects the surrounding environment
requires fewer polygons than the diffuse teaspoon. This
illustration was produced using an environment mapping
technique to simulate the interreflections. It is interesting to
note that an environment map that might not produce a
masking effect as a 2D surface texture can create a surface
signal that will mask the underlying polygons when it is

distorted by reflection onto a surface.

()

()

Fig. 7. (a) Is a uniformly remeshed model. (b) Is a uniformly remeshed
model with perceptual component. Notice that the details on the top part
of the original mesh are further removed since it is covered by texture.
The same for pairs (c) and (d) but with different gamma values. (e) and
(f) Are rendered images of models shown in (c) and (d), respectively.
Notice that more details can be seen in the eyes, nose, and mouth area

in (f).
this region. Other more complex BRDFs may produce
surface signal variations that can also be exploited to reduce

the number of polygons in a mesh.
When the specular reflection becomes even stronger and
interreflections are calculated, the surface signal will include

the reflected image of other objects in the environment. These

5.4.3 Complex Scenes
As a final example, we present a complex scene composed

of multiple objects where several different types of surface
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Fig. 10. Reflections produce a masking pattern and reduce the number
of polygons required in the mesh. The shiny teaspoon on the left has
only 1,027 vertices, and the diffuse teaspoon on the right has
2,761 vertices.

signals occur in combination. In contrast to the modest
gains that can be achieved in the above examples where
only a single surface signal is exploited, many opportunities
present themselves to recover polygons in a complicated
environment where texture mapping is used extensively,
surface reflection properties vary widely, and there are
several different light sources. A background scene for a
computer video game is an example of an environment
where there are numerous surface signals, where the objects
do not move, and where the viewpoint remains relatively
constant. In this case, the polygons that are collected from
the background objects can be used to create a more
detailed moving foreground object that is the center of the
viewer’s attention.

In Fig. 11, we demonstrate how the algorithm presented
in this paper can be used to simplify the meshes in a
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Fig. 11. All surfaces in (a) are modeled using quadric and cubic
surfaces. (b) Shows example of the remeshing achieved for the cup and
the teapot (rotated to show the texture boundary).

(a) (b)

Fig. 12. (a) A slice of the surface light field and (b) its masking
importance map.

complicated scene that has multiple surface signals. All of
the objects in this picture were decimated using our
perceptually based remeshing algorithm. Examples of the
mesh reduction achieved for the cup and the teapot are
shown in this figure.

6 PERCEPTUALLY GUIDED SIMPLIFICATION

In this section, we describe a perceptually guided mesh
simplification algorithm. This algorithm begins by taking
snapshots of a geometric object in its desired lighting
environment. These snapshots serve as a coarse representa-
tion of the surface light field of the geometric object. Then,
the analysis phase of the algorithm computes the masking
potential importance map for each snapshot using the
visual masking importance evaluation algorithms described
in Section 4. Third, an integration process is used to
determine an importance value for each vertex of the
original mesh. Finally, this per-vertex importance map is
integrated into a geometry-based mesh simplification
algorithm (QSlim [13]) by taking into account the surface
geometry and the masking importance map.

6.1 Light Field Masking Potential

The appearance of an object is fully captured by the light
field of the object. The light field represents the radiance
value as a function of position and direction. Several light
field representation schemes have been proposed in the
computer graphics literature [15], [23], [48]. A sphere of
cameras surrounding an object also offers a representation
of the light field of an object. This representation has been
used in an image-driven simplification approach [25].

In this paper, we choose to use the sphere of cameras’
representation for the sake of simplicity. We place a sphere
of cameras at the position of a small rhombicuboctahedron,
similar to the image-driven simplification [25]. The object is
rendered from these camera positions with desired lighting,
surface materials, and so on. Fig. 12a shows one slice of the
surface light field of the Igea model under uniform lighting.
This set of images is then used to represent the light field of
the object. Since our goal is not to fully reconstruct the
radiance values for the object (as is the case for image-based
rendering), this rough approximation will suffice for our
application.

Once we have a representation of the light field, the
masking potential of the light field can be evaluated. The
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masking potential of each slice of the light field is
determined using the masking potential evaluation proce-
dure described in Section 4. Fig. 12 shows a slice of the
surface light field and its masking importance map, where
brighter areas indicate stronger masking.

6.2 Masking Importance Map Evaluation

Given the masking importance maps of the surface light field,
we describe a method that computes an importance value for
each vertex of the mesh. Depending on the reflectance
properties of the surface, the light field around one point on
the surface can be view dependent. Therefore, this impor-
tance value can be different for different viewing directions.
In this paper, we choose to compute the average masking
potential of the surface light field at the vertex of the mesh.
The average masking importance / of one point p on the
surface can be formulated using the following equation:

o) = [ P(v) By, (3)

where p(v) is the weight for the masking at viewing
direction v, F,, is the masking importance at point p and
viewing direction v. In our implementation, p is a cosine of
the angle between the surface normal and the viewing
direction. Cameras pointing more directly to the vertex are
weighted more than other cameras.

Direct computation of this integration is a nontrivial
problem. To make the evaluation of (3) practical, we have
taken the following two steps to simplify it. First, instead of
evaluating an importance value at every point on the
surface, we compute an importance value for each vertex
of the original mesh. Second, we precompute the masking
potential of the surface light field from a fixed number of
viewing positions, as described in the previous section. To
compute the importance value for a vertex v of the mesh, a
set of rays are shot from vertex v to each camera position p.
The intersection of a ray and the image plane of the camera
can be used to index into the 2D importance map and get a
value. This value is weighted by the cosine of the angle
between the vertex normal and the ray. Algorithm 1
describes the pseudocode for our importance map evalua-
tion. G represents the geometric model, and C is the set of
cameras. n is an array of normals (per-vertex normal), and s
is an array that stores the masking importance value for each
vertex of the mesh. This procedure is similar to projective
texturing. The 2D masking importance map associated with
each camera position is projected onto the mesh. Cameras
looking more directly at a vertex are awarded more weight
than cameras looking at the vertex at skew angles.

Algorithm 1: Masking importance evaluation
for each vertex v € G do

s[v] <0

w 0

for each camera c € C do
shoot a ray r from vertex v to camera c
find the intersection of r and the image plane of the
camera and fetch a precomputed importance value m
t—mnf)-r
s[u] «— s[v] +txm
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w—w+t
end for
s[v] «— sfv]/w
end for

6.3 Perceptually Guided Mesh Simplification

Once a masking importance map is computed over the
geometric mesh, it can be integrated into a geometry-based
mesh simplification algorithm. If the visual masking map
indicates there is strong visual masking in certain areas of
the mesh, the mesh in those areas can be simplified more
aggressively. This is because the error introduced by more
aggressive simplification can be made less visible due to
masking caused by the surface signal. The masking-aware
algorithm can be implemented by weighting the geometric
error metric with masking importance.

In our implementation, we choose the quadratics-based
simplification algorithm by Garland and Heckbert [13] as
the base algorithm due to its time and memory efficiency
and good approximations. Their method associates each
vertex v with a set of planes S incident at the vertex. A
quadratic () that represents the distance from the vertex v to
a plane n.v + d = 0 is given by

Q= (A,b,¢) = (nnT, dn,d*).

The quadratic associated with vertex v is the sum of the
quadrics for the plane set S and the resulting quadratic after
contracting an edge (vi,v2) to vy is just the sum of
quadratics for v; and vs.

Similar to other methods [21], [50], we have developed a
weighting scheme to adjust the quadratics associated with
each vertex of the mesh. The weight IV for a vertex v is
defined as

1.0

I(v) is the masking importance at vertex v. a can be used to
adjust the relative importance of the masking importance
map. The weight is 1.0 if the masking importance value is
zero, and it becomes smaller as the importance values
increases. We have found that an « value of 2.0 gives good
results.

6.4 Simplification Results
Fig. 13 shows the simplification of a teapot model with a
flower pattern. Fig. 13a shows an image rendered using the
original model. Fig. 13b is the masking importance map
computed using our algorithm. Figs. 13c and 13d are
rendered with simplified meshes using QSlim and our
modified QSlim algorithm, respectively. Both models have
8,000 triangles. The images are rendered using flat shading
in order to show its polygons. Figs. 13e and 13f are rendered
with wireframe superimposed on their textured renderings.
Notice that the polygons underneath the flower pattern are
bigger in Fig. 13d without causing more visible artifacts
than Fig. 13c. To maintain
simplified model, we have used the vertex attribute transfer
tool in Maya which transfers the texture coordinates of the
original model to its simplified model for the examples we
show in this section.

Fig. 14 shows the simplification of the Igea model.
Fig. 14a shows an image rendered using the original
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Fig. 13. (a) A rendering of the original model. (b) Masking importance map. (c) Rendered using a simplified mesh with QSlim. (d) Rendered using a
simplified mesh with QSlim taking into account the masking potential of the surface light field. Both models have the same number of vertices. Their

respective wireframe renderings are shown in (e) and (f).

model. Fig. 14b is the masking importance map computed
by our algorithm. Figs. 14c and 14d are rendered using
simplified meshes with the original QSlim method and our
modified QSlim method, respectively. Both models have
2,000 triangles. Figs. 14e and 14f are rendered with
wireframe superimposed on their textured renderings.
Notice that the polygon size in the textured areas is bigger
for our perceptually guided mesh simplification algorithm.

Fig. 15a shows a simple scene with two bunnies. They are
covered with a ceramic texture and a fabric pattern,
respectively. Their masking importance map is shown in
Fig. 15b. Notice that the importance values for the left bunny
are smaller (darker) than the right bunny. Given 6,000 trian-
gles as the budget for this scene, each bunny contains
roughly 3,000 faces for QSlim. However, for the modified
QSlim algorithm, the left bunny contains 3,456 triangles and
the right bunny contains 2,544 triangles in the simplified
scene. Figs. 15e and 15f are rendered with wireframe
superimposed on their textured renderings. Note the
difference in polygon size for the two bunnies in Fig. 15f.

The right bunny has approximately 1,000 triangles less than
the left bunny. Our algorithm automatically allocates the
number of polygons for each mesh in a scene by taking into
account the masking potential of its surface signal.

Table 1 shows the timing information of our algorithm as
executed on a Xeon machine with 1-G of memory. Our
algorithm has a preprocessing phase besides the simplifica-
tion phase. The preprocessing phase includes evaluating the
masking potential of its surface light field (denoted as VDM
in the table) and then assigning the masking potential to the
vertices of a mesh (denoted as Importance Map in the table).

7 DiscussIioN

Our perceptually guided remeshing and simplification
algorithms share a similar framework: both use a pre-
computed importance map to guide the remeshing/
simplification process. However, the remeshing algorithm
computes an importance map in the parametric domain,
whereas the simplification algorithm computes importance
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Fig. 14. (a) Is a rendering of the original model. (b) Is the masking
importance map. (c) Is rendered using a QSlim simplified mesh.
(d) Is rendered using a mesh simplified with QSlim while taking into
account the masking potential of the surface light field. Both models
have the same number of vertices. Their respective wireframe
renderings are shown in (e) and (f).

values over the vertices of the geometric model in object
space. In addition, the remeshing algorithm has to deal with
parametric distortion, while mesh simplification algorithms
do not have this disadvantage.

The biggest difference of our work from previous work
in perceptually driven mesh simplification [28], [47] is that
we have taken visual masking into account. Visual masking
is a very strong phenomenon and can be used to further
decrease the sampling rate of the geometry in certain
regions (refer to Fig. 1) without causing visible artifacts. It is
also much more expensive to compute than the other

aspects of the visual system such as the contrast sensitivity
function and the threshold-versus-intensity function. State-
of-the-art visual masking algorithms [10], [12], [27] require
multiscale and multiorientation decomposition of the
images. Considering the amount of computation required
to evaluate a full perceptual metric including visual
masking, it is unrealistic to evaluate this metric for each
resampling or edge collapse operation for a moderate size
geometry with currently available hardware.

To overcome this limitation, we resort to computing an
importance map that suggests the visual masking potential
of the surface signal in the texture space for our surface
remeshing algorithm. This importance map can then be
used to guide the remeshing process. In the case of our
mesh simplification algorithm, we take slices of the surface
light field of the object, compute the masking potential, and
map the computed masking potential to the vertices of the
mesh. The importance values on the vertices are then used
to guide the mesh simplification algorithm, similar to some
previous importance-based mesh simplification algorithms
[19], [21], [30], [50]. Thus, we avoid the evaluation of
masking potential for each edge collapse for the mesh
simplification algorithm.

Our work also differs significantly from previous work
in mesh simplification that preserves appearance properties
such as colors, positions, and normals of geometric models
[8], [9], [14]. Appearance-preserving simplification algo-
rithms compute new vertex positions and texture coordi-
nates so as to minimize both geometric error and texture
stretch. Our approach focuses on the reduction of the
polygon count by taking advantage of the perceptual
properties of the surface signals. Both approaches take
surface signals into account, but with different goals. We do
not claim that our methods perform better than the
aforementioned approaches [8], [9], [14]. However, we do
believe that appearance-preserving simplification algo-
rithms can be further improved if the perceptual properties
of the surface signals are taken into account.

It is also worth mentioning that the remeshing and
simplification algorithms presented in this paper do not
address the silhouette edge issue of simplified geometric
models. In addition, our work considers the textures and
general lighting level of a static scene, and it is not our
intention to take into account dynamic lighting.

8 SumMMARY

In this paper, we have presented a perceptually driven
surface remeshing algorithm. Our remeshing algorithm
automatically distributes samples uniformly over a polygon
mesh by taking the perceptual properties of the surface signal
into account during the remeshing process. Due to the
properties of the human visual system, especially visual
masking, the artifacts in the final rendered mesh are invisible
to the human observer. We have also shown that there are
many opportunities, besides simple 2D texture mapping, to
exploit the masking properties of the surface signal and
redistribute the polygons available to render a scene. Among
the additional mechanisms that contribute to the surface
signal are bump mapping, spot lighting, shadow patterns,
surface reflectance, and interreflections.
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(b)

Fig. 15. (a) Is the original scene with two bunnies. (b) Shows the masking importance map. (c) Is rendered using the simplified meshes with QSlim.
(d) Is rendered using the simplified mesh with our modified QSlim. Their corresponding wireframe renderings are shown in (e) and (f).

We have also demonstrated a novel mesh simplification
method that takes into account the visual masking potential
of the surface light field of a geometric object. Due to the
masking caused by the surface light field of an object,
certain regions of the mesh can be simplified more
aggressively than the other regions without causing visual
artifacts. Our method is general enough to account for

lighting, surface materials, etc. This work is a continuation
of current research in mesh simplification that takes into
account factors other than geometry such as visibility, mesh
saliency, and semantic features.

While this paper has primarily used isolated individual
objects to demonstrate the effectiveness of perceptual-based
polygon reduction algorithms, there is an even greater
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TABLE 1
Performance of Our Perceptually Guided Mesh Simplification
Algorithm (in Seconds)

Our Algorithm
Model Preprocessing Step . QSlim
VDM | Importance Map QSlim Sum
Teapot 452 25.4 0.42 71.0 0.39
Igea 46.6 7.5 0.16 54.3 0.14
Bunny 46.9 76.3 3.40 | 126.6 3.4

potential for efficiency gains when these objects are placed
in context. In a video game or an animated film where many
of the objects and much of the lighting in the scene remains
static, a large number of the polygons allocated for the
background objects can be recovered and used to render
principal characters or objects in the foreground. This can
reduce rendering times and improve the overall quality of
the final animated sequence.

In the future, we would like to study the properties of the
artifact signal due to coarse tessellations [32]. We believe
such study can provide insight that can further improve our
perceptually guided surface remeshing and mesh simplifi-
cation algorithms.
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