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ABSTRACT

Numerous previous studies have suggested that distances appear
to be compressed in immersive virtual environments presented via
head mounted display systems, relative to in the real world.
However, the principal factors that are responsible for this
phenomenon have remained largely unidentified.  In this paper we
shed some new light on this intriguing problem by reporting the
results of two recent experiments in which we assess egocentric
distance perception in a high fidelity, low latency, immersive
virtual environment that represents an exact virtual replica of the
participant’s concurrently occupied real environment.  Under
these novel conditions, we make the startling discovery that
distance perception appears not to be significantly compressed in
the immersive virtual environment, relative to in the real world.

CR Categories and Subject Descriptors: I.3.7 [Computer
Graphics]: Three-Dimensional Graphics and Realism.

Additional Keywords: egocentric distance perception, immersive
virtual environments.

1. INTRODUCTION AND PREVIOUS WORK

Immersive virtual environments (IVE) technology has enormous
promise as a tool for facilitating the process of architectural
design.  By enabling users to experience a 3D model of a virtual
environment from a first-hand perspective, before it is actually
built, one has the potential to enhance their experiential
understanding of the metrics of the designed spaces.  However,
many recent studies have reported evidence of a marked
compression of egocentric distance perception in immersive
virtual environments presented via head-mounted display systems
– in some cases up to 50% or more, relative to distance perception
in the real world.  Perceptual distortion of such magnitude could
present serious problems for applications such as architectural
design, in which the accurate perception of size and distance is
assumed, and is likely to be critical.  Motivated by the long-term
goal of exploring the potential of immersive virtual environments
for facilitating the process of conceptual design in architecture,
we set out to conduct a series of experiments to further investigate
the phenomenon of distance compression in IVEs, with the
objective of gaining insight into possible methods for better
facilitating veridical distance perception in these environments.
In this paper we report our initial findings from these experiments.

Nearly all of the studies to date that have compared distance
perception in immersive virtual environments with distance
perception in the real world [27, 26, 19, 2, 24, 8, 21, 14, et al.]
have found evidence that distances are perceived as compressed in
the virtual environments.  Although considerable efforts have
been undertaken to identify the sources of these effects,
indications of distance compression have persisted under a wide
range of display and technology conditions.  Previous studies
have ruled out a significant role for a wide variety of physical
factors, such as the limited field of view available in a head
mounted display vs. in the real world [13, 3], and although
Willemsen et al. [25] have found evidence that issues related to

the ergonomics of head mounted display systems may account for
some of the apparent compression observed, an explanation for
the larger portion of the effect remains wanting.  In the most
significant recent finding, Thompson et al. [21] have
demonstrated that the “graphical quality” of the virtual
environment also cannot account for the observed effect.

However, we note that in all of the previous studies on this
question of which we are aware except one ([14]), the presented
virtual environment has represented a space that does not
correspond to the space within which the user is actually,
physically present during the experiment.  This raises the
possibility that the problem of distance compression might have
some of its roots in the cognitive interpretation of the visual
stimulus.  For instance, if participants are experiencing a cognitive
dissociation between the virtual world that they are seeing and the
real world that they are occupying, i.e. if they do not believe with
unambiguous certainty that the two environments are one and the
same, the resulting lack of presence might be having some effect
on the participants’ actionable interpretation of the distances that
they are perceiving.  Just as, when we watch a movie, we are
happy to adopt the camera’s point of view as our own, without
considering how we might have assumed that position, it is
possible to imagine that when we view an environment via twin
displays that are placed in front of our eyes, we might not
automatically default to the same metric interpretations about this
artificially observed environment as we would about the real
world – at least not until we can trust that the two are functionally
equivalent.  Hence, by assessing participants’ perception of
egocentric distances in a high fidelity immersive virtual
environment that they can confidently accept as being a faithful
representation of their actual, occupied space, we sought in the
studies reported here to disentangle the potential effects of higher
level cognitive influences on distance judgments from the
potential effects of lower level perceptual factors related to the
display itself, such as limited resolution, poor dynamic range, or
lack of appropriate accommodation cues to distance.

There are many possible methods that can be used to assess a
person’s perception of distance.  The conceptually simplest
approach is to have people make verbal estimates of the distance
between themselves and a target location; however numerous
studies have shown that verbal reports are generally less accurate
than action-based metrics [15, 12, et al.].  The most commonly-
used action-based metric for assessing egocentric distance
perception is ‘blind walking’, and numerous studies have verified
that people can accurately walk, at a brisk pace and without
vision, to previously seen targets [e.g. 17].  Alternative action-
based metrics include ‘triangulated walking’ [7], which is slightly
less reliable than blind walking but which can be used with
relative accuracy to assess the perception of very long distances
within restricted spaces, and ‘blind throwing’ [18], which has
been successfully used to dispel concerns that the indications of
distance compression that have been experimentally observed
might be artifacts caused by participants subconsciously hesitating
to confidently walk without sight for fear of bumping into an
obstacle.  Also, Plumert et al. [16] have recently introduced a
new, subjective action-based metric for assessing the perception
of very long distances without requiring any walking, in which
participants use a stopwatch to indicate their estimated walking



time to a target.  Nonetheless, blind walking remains the most
accurate, reliable, and commonly accepted metric for assessing
perceived distances in spaces within which it is possible to
directly traverse the indicated interval, and this is therefore the
metric that we have chosen to use in our experiments.

2. EXPERIMENT 1

The two goals of our first experiment were: to investigate distance
perception under circumstances where there was no possibility of
cognitive dissonance associated with the presented virtual
environment being different from the occupied real environment,
and to see whether providing users with short-range haptic
feedback about the presence, size, and spatial location of a real
object in the virtual environment, in combination with allowing
them a moderate amount of time to experience the presented
virtual environment in the context of performing an engaging and
reasonably enjoyable task, might together enhance users’ ability
to make accurate judgments of egocentric distance in the virtual
environment.

2.1 Method

We used a within subjects design with two environment
conditions: real world and virtual world, and two exposure
conditions: baseline and post-VE experience.  Distance perception
was assessed via blind walking over three different fixed paths of
lengths 10 feet, 20 feet and 30 feet.  No feedback was given at any
time during the testing phase of the experiment.

2.1.1 Apparatus

All testing took place in the Digital Design lab, located on the
University of Minnesota campus. At the time of our first
experiment, the approximate dimensions of this room were
30'x32'.  During the experiment, the paths to be traversed were
indicated by fixed tape marks on the floor, which were oriented at
right angles to the direction of the path and located at the paths’
beginning and end.  The tape marks were portrayed at the same
locations in both the real and virtual environments.  The three
paths were non-overlapping and a minimum eight foot buffer
distance was preserved between the end of any path and any
obstacle in the environment such as a wall or bookcase.
Participants were required to wear earplugs to prevent the
acquisition of any ambient auditory cues, and, in the real world
conditions, to wear a blindfold to avert any accidental acquisition
of inappropriate visual input.

The virtual environment was modeled as a set of texture-
mapped polygons, with the texture maps obtained from a mosaic
of digital photographs of the walls, ceiling and floor of the room.
All floor and wall fixtures were faithfully represented in situ via
the texture maps; however the relief associated with details such
as door knobs, hinges, and curtains was not preserved.  There was
a minimal amount of furniture and computer equipment abutting
two walls in the real room, and these were not included in the
virtual model.  Figure 1 shows three screen shots of the virtual
room from various points of view similar to those that might have
been seen by a participant wearing the head-mounted display.  In
the short-range haptic exposure condition, participants were
required to use an immersive modeling system to replicate a
simple virtual model located on a table that was present in both
the real and virtual environments.  Information about our
modeling system is provided in [1] and will not be repeated here.
Figure 2 shows a screen shot of the virtual room with the table
and a virtual model.

The virtual environment was presented using the nVisor SX
head mounted display manufactured by nVis, which offers a
separate 1280x1024 resolution image to each eye over a 60°
diagonal monocular field of view (about 2.2 arc minutes per pixel)

with 100% stereo overlap.  Foam blinders attached to the HMD
blocked any peripheral vision of the external environment.  The
device weighed approximately 1kg (2.2 lbs), and at the time of
this experiment was attached by a set of 10’ cables to a video
control unit which we had mounted on a short wheeled cart that
could be pulled around by tugging on the cables.  During the
experiment, we provided relief to the head from both the weight
of the cables and the tugging of the cart by having an assistant
manage the cables for each participant, making their presence
transparent.  Figure 3 shows what this situation looks like in
practice.  The viewpoint used for the image generation was
determined in real time according to input provided at a rate of
about 500 Hz from a HiBall 3000 optical ceiling tracker
manufactured by 3rd Tech.  Positional updates for the pointing
device were provided at a similar rate.  Figure 4 shows one of our
participants using the pointer to construct a virtual model.

Figure 1: Screen shots of the virtual room model used in our first
experiment.  The black boxes on the floor are covered outlets for
electrical and Ethernet connections.  The white markings are
texture mapped representations of the masking tape used to
indicate the starting and ending locations of the target distance
intervals.

2.1.2 Participants

In this first study, we collected data from seven naïve participants;
three were female and four were male.  Two were graduate



Figure 2: A screen shot of the virtual room in the short-range haptic
feedback condition.  During this portion of the experiment, a
corresponding real table was present in the real room at the same
depicted location.

Figure 3: A photograph of a participant at the starting point of the
30' distance interval wearing the head mounted display and
tracking sensor, with an assistant managing the cables.  The
second sensor, which is not used during the walking trials, can be
seen resting on top of the cart-mounted video control unit.  Tape
marks indicating the starting points of the 10' and 20' intervals can
be seen on the floor to the right of the video control unit.

Figure 4: A photograph of a participant using the immersive
modeling system in the short-range haptic feedback condition.

students from the Department of Architecture, and five were
graduate students from the Department of Computer Science.
They were all recruited through informal contacts and
compensated with $20 Target gift certificates for their efforts.
None of the participants had any significant IVE experience and
all were naïve to the hypotheses underlying the study.  The
participants ranged in age from about 23-30, with an average age
of about 25, and all had normal or corrected-to-normal vision.
(Two of the participants normally wore glasses, and kept them on
throughout all parts of the experiment.)

2.1.3 Procedure

Prior to testing, participants completed 15 practice walks, with
feedback, in a basement hallway.  Although previous studies had
not found any significant impact on performance of prior practice,
either with or without feedback [5], we decided to include a
practice phase so that we could be certain that our participants
were comfortable with performing the task, and that no one would
be biased to ‘walk short’ out of caution.  For consistency, the
distances we used for the practice walks were the same as the
distances we used in the testing.  The procedure for the practice
phase was similar to the procedure for the testing phase except
that in the practice phase participants performed five consecutive
walks over each distance (5x10' then 5x20' then 5x30'), rather
than performing them in interleaved order.  Participants were
instructed to position the end of their toes at the starting position,
visualize the target distance, then close their eyes, cover them
with the provided blindfold, and walk to where they thought the
target location was.  Although one early study [22] suggested a
significant effect on performance of short term memory for a
location, other researchers [e.g. 20] have not found this to be a
significant factor.  Therefore we did not attempt to enforce any
particular amount of delay between when the visual stimulus was
cut off and when the participant started walking.  During the
training phase, participants could remove the blindfold at the end
of their walk to see how close they had come to the target.  During
the testing phase we guided participants in random circuitous
paths around the room to the next starting location, in an attempt
to disorient them and reduce the possibility of their getting any
intuition about the accuracy of their performance.  During the
testing phase we collected four repeated measures from each
participant for each distance interval under each condition.
Within each condition, participants traversed the paths in
interleaved order (first the 10' path, then the 20', then the 30', then
the 10' again and so on).

The first condition tested was the baseline real-world
condition.  In this condition we measured elapsed time for each
walk using a stopwatch, and we measured distance traveled from
the marked starting position to a point aligned with the tips of the
participants’ toes but offset to one side.  All of the participants
conducted the training and baseline trials consecutively.

The second condition tested was the baseline VR condition.
In this condition, participants were assisted in positioning their
feet at the marked starting locations via verbal commands (since
we did not have the means to track and therefore could not
virtually represent peoples’ actual foot locations).  At the start of
each trial, participants were instructed to look at the target, and
then signal when they were ready.  At the ready signal they were
to close their eyes and walk to where they thought the target was.
While one author managed the cables, another author sat at the
controls of the computer driving the HMD and pressed keys to
record the starting and ending positions and times for each walk (a
single keypress recorded both position and time).  Simultaneously
with recording the starting position we would also black out the
screen, to prevent any inadvertent acquisition of visual input by
the participant while walking.  A second keystroke recorded the



stopping position but left the screen black, so that nothing would
be given away even if the participant forgot to keep his or her
eyes shut.  A third keystroke was used to restore visibility after
the assistant had guided the participant away from his stopping
position, in a circuitous route, and brought him to the starting
position of the next trial.

The third condition was the post-immersion VR condition.
At the beginning of this phase of the experiment, a virtual table
was displayed in the room, precisely registered with the location
of a real table.  A virtual model was displayed on the table, and
after brief instruction in the use of our immersive modeling
system, the participant was asked to spend 10 minutes working
with the software to build a copy of the model on the table next to
it, followed by ‘free play’ activities with the modeling system
anywhere else in the room.  Participants were encouraged reach
out and touch the table, and to walk around to various different
sides of the table while copying the model.  If they began to walk
in a direction that would cause the cables to become wrapped
around the legs of the table they were requested to walk instead in
the opposite direction.  Our hypothesis was that haptic interaction
with the real table might provide fairly robust cues to short-range
egocentric and exocentric distances, so we included this condition
in order to assess the extent to which participants might be able to
use such information to correct any misperceptions they may have
had about longer range distances in the IVE.  Also, as previous
research [9] had suggested that haptic interaction with real objects
might enhance a participant’s sense of presence in the IVE, we
also sought, through this condition, to determine whether
participants’ distance judgments might become more accurate as
they felt themselves to be more ‘immersed’ in the IVE.  After 10
minutes of immersive design experience, the display was reset to
remove indication of the table and all created models, and to
restore indication of the distance markers on the floor.  At the
same time, the physical table was removed from the room and
then the participant was asked to perform another 12 walking
trials over the indicated distances.

The fourth condition was the post-immersion real world
condition.  Immediately after completing the trials for condition 3,
participants were assisted in removing the HMD, and, with their
eyes still closed, were handed the blindfold and asked to repeat
the walking trials one more time, this time in the real room.  The
purpose of this condition was to assess the extent of any
adaptation that may have occurred as a result of the visual and
haptic feedback that participants gained through their experiences
in condition 3.  Because we were concerned that any after-affects
of adaptation to compressed distances in the IVE could disappear
quickly, we were careful not to let participants engage in any
sighted walking between the 3rd and 4th conditions.

Three participants completed the trials for all conditions
consecutively on the same day.  This typically required about 1.5
hours.  Participants were encouraged to take rest breaks between
each set of conditions except 3 and 4.  Two participants took a 1
or 2 day delay in between the baseline RW and baseline VR
testing, and two took a 1 or 2 day delay between the baseline VR
and post-immersion VR testing, for various scheduling reasons.
There is no reason to believe that any of these variations in
scheduling had any effect on the results.

2.2 Results

Figures 5-6 show the aggregate results of our first experiment,
pooled over all participants.  The error bars bound the 95%
confidence interval.  In Figure 5 we can see that there appears to
be a slight amount of distance compression in each of the two VR
conditions, increasing with target distance.  The amount of
compression appears to be slightly greater in the baseline VR

Figure 5: Distance walked vs. target distance across the two VR
conditions, using pooled results from all participants.

Figure 6: Distance walked vs. target distance across the two real-
world conditions, using pooled results from all participants.

condition than in the post-immersion VR condition.  What is
striking, however is that the amounts of distance compression
observed in both cases are remarkably small, particularly in
comparison with the amounts of distance compression observed in
previous studies.  In figure 6 we can observe marginal indications
of a slight overshoot in distance estimation, compared with the
baseline, in the post-immersion real-world condition.  Again,
however, the magnitude of the effect is very small.

Figure 7 provides a close-in view of the differences in the
traversed distances between the four experimental conditions.  We
see in the upper left chart that there is a small but statistically
significant difference in the average distances traversed in the
baseline VR condition, as compared with the baseline real-world
condition, in conformation with previous findings that people tend
to ‘walk shorter’ in immersive virtual environments presented via
head mounted displays than they do in the real world.  In the
lower left chart we see that there is also a similarly small, but
statistically significant, difference in the average distances
traversed in the real world immediately after immersion for a
period of time in the virtual environment, supplemented with
haptic feedback, as compared to in the baseline real-world
condition, supporting the hypothesis that participants are
undergoing some adaptation to the compressed distance
representation provided in the IVE and subsequently ‘walking



longer’ in the real world as an after-effect.  On the lower right, we
see that there is a small, but statistically significant, difference in
performance in the blind walking task in the VR condition after
the moderate period of immersion combined with some local
haptic feedback, but for the longer range distance interval only.
In the upper right chart we can see that this leads to achieving
results in the IVE condition, for the longest-range interval only,
that are effectively indistinguishable from the baseline results in
the real-world condition.

Figure 7: Differences in performance over various conditions.

Figure 8: A comparison of the time taken to traverse the three
distance intervals using blind walking in the real-world vs. in the
virtual world.

In addition to considering the distances traversed, we also looked
at the speed of walking in the different conditions.  Figure 8
shows our findings.  Participants traversed the three intervals at
similar rates, but they walked significantly slower, overall, in the
virtual environments conditions.

We also analyzed our results using ANOVA.  We found
significant main effects of participant (p<0.01), environment (RW
vs. VR; p<0.01), and distance interval (p<0.01) on signed error
rates (actual distance traversed minus target distance), but no
significant main effect of experience (baseline vs. post-
immersion) (0.05<p<0.1). We computed pairwise comparisons
between participants using the Tukey’s Honestly Significant
Difference method, but we did not see anything illuminating in
that analysis.  Various subgroups of participants had statistically
similar performance, and performance between all subgroups was
highly overlapping.

Motivated by some concern about possible differences in
spatial awareness between males and females, we then examined
our results separately for the male and female participants.
However, we did not find any significant differences in the results

between these two groups.  It should be noted that we did not
intend to directly investigate the potential extents of any
differences in spatial awareness between the sexes; this statistical
test was conducted only to allay any potential concerns that our
results might somehow be an artifact of an uneven balance
between male and female participants.  We conducted similar
tests to rule out the potential of confounding effects due to
background (architecture vs. computer science).

2.3 Discussion

The most interesting finding of our first study was that we
observed a lower-than-expected amount of distance compression
in the immersive virtual environments, in both the baseline and
post-experience conditions.  Our immediate interpretation was to
view this discovery as a confirmation of the hypothesis that, by
creating our virtual environment to be an exact replica of the
users’ concurrently occupied real environment, we had apparently
removed one of the main factors that had contributed to the
indications of distance compression that were found in the
previous experiments by others, and we were very encouraged by
the potential implications of this finding for the prospects of
effectively using VR for architectural design applications.

However we were soon drawn to consider whether it might
only have been some confounds in the details of our experimental
procedure that were leading us to find so much less evidence of
distance compression than was found in previous studies by other
researchers.  We identified two potential confounds.  The first is
that we conducted training, with feedback, over the same distance
intervals that we used in the test conditions.  Although previous
studies that had specifically aimed to examine the effects of
training with feedback, as opposed to training without feedback,
on performance in blind walking trials found no significant effect
from the provision of feedback [5], we noted that these studies
had used intervals of different lengths in the test and practice
phases, so there was no way to be certain that the effects of
training would necessarily be equally benign in cases where
intervals of the same length were used in both testing and training.
Although we were compelled to consider the possibility that there
could have been some motor learning effect from the training, we
did not believe this to be likely, as previous studies examining the
ability to reproduce distances walked, based on immediately
recently received locomotor information alone, had found that
participants were not able to accurately use this information,
tending instead to overestimate short distances (2m) and
underestimate longer distances (up to 10m) [11].  The second
potential confound we identified in our first experiment was that
we had our participants perform the same three walking tasks
repeatedly over all of the different conditions.  Therefore, we
could not rule out the possibility that participants were undergoing
some learning effects during the course of the experiment, even
though they did not get any feedback about their performance.
Hence, we would need to run some followup experiments to rule
out these two potential confounds.

3. EXPERIMENT 2

The main objective of this followup experiment was to determine
whether our main finding – that participants did not appear to
experience profound distance compression in a high quality
immersive virtual environment that they knew was an exact match
to their actual occupied real environment – would continue to be
maintained after we corrected for all of the potential
methodological confounds.

3.1 Method

In this experiment, we used a mixed experimental design with two
independent variables.  As before, the within-subjects variable



was environment: whether the distance judgments were made in
the real world or in the virtual world.  Handling this as a within-
subjects measure enabled us to establish a control level of
performance for each individual. The between-subjects variable
was exposure (whether distance judgments were made in the real
world first or in the virtual world first).  Participants did not go
through any training prior to testing, and no feedback was given
to any participant about his or her performance at any time.

3.1.1 Apparatus
As before, all testing took place in our lab, and used the same
tracking and display equipment.  However by the time of our
follow-on experiment, the length of the cables connecting the
head mounted display to the video controller had been increased
to 15’, and our room had been reconfigured to house a large, rear-
projected, curved screen display, reducing the dimensions of the
open space to 30’ long x 25’ wide in the center, tapering down to
16.5’ wide at the edges.  The length of the longest unobstructed
diagonal was now about 34’, limiting the maximum distance over
which we felt that we could comfortably ask people to perform
blind walking to 25’, in order to leave plenty of space between the
end of the distance interval and any wall.  Because of the changes
to the real room, we were forced to create a new virtual room
model, which, as before, represented a geometrically and
photographically exact replica of the real environment, minus the
furniture.  Figures 9 and 10 show a photograph of the new real
room and a screen shot of new virtual room taken from similar
vantage points.  In order to prevent the possible acquisition of
auditory cues to location in the environment, participants wore a
small portable radio that was tuned to play static.

In the course of our first study, we had noted that the head
mounted display optics of the nVisorSX caused moderate
pincushion distortion.  For our follow-up study, we took steps to
correct for this distortion using an approach similar to that
described in [23].  What we did was to texture-map the contents
of the frame buffer, in real time, onto a carefully calibrated
convex surface, producing a barrel-distorted image.  When this
pre-distorted image was viewed through the head-mounted
display, the equal but opposite distortions canceled out, enabling
accurate perception of the true geometry of the scene.

3.1.2 Participants
We recruited ten new participants from the University of
Minnesota and the Minneapolis community for this portion of the
followup study.  Their ages ranged from about 20 to about 45, and
they included 4 females and 6 males.  Four of these participants
were undergraduate students from the Department of
Architecture, two were graduate students from the Department of
Computer Science, and the remainder were working professionals
from the local community.  Only one of the participants had
previously been in to our lab, and he was assigned to the real-
world-first exposure condition. All participants were compensated
with $10 Target gift certificates for their efforts.

3.1.3 Procedure
All participants, regardless of the exposure group to which they
were assigned, began by entering our lab and filling out a consent
form which explained the experimental procedure that would be
followed.  This process took about 2 minutes.  Participants did not
have an opportunity to walk around in the room prior to testing.
Each participant was then asked to perform 30 trials of blind
walking: 10 in the real world environment, and 20 in the
corresponding high fidelity virtual model of that same
environment.   Half of the participants performed the real world
trials first; the other half performed the virtual world trials first.

Figure 9: A photograph of the room environment used in our
followup experiment.

Figure 10: A screen shot of the corresponding virtual environment.

In contrast to the methodology used in our first experiment, the
paths walked in the followup study were not pre-defined, but were
instead determined randomly, both in their starting position and in
the length of the distance interval indicated, and each path was
defined and displayed independently, for each trial.  In this way,
we were able to ensure that participants could not carry over any
information between trials or between conditions, because they
had no possible opportunity to ‘learn’ any of the distances or
paths tested.

In the virtual environment, the starting point for each
distance interval was defined to be the user’s current location, as
indicated by the tracker, at the time of the start of each trial.  The
endpoint of each distance interval was defined by an automatic
algorithm in which the participant’s direction of gaze was used to
define a vector in the floor plane, and a texture-mapped strip of
virtual tape was placed at a point randomly-defined to lie between
8–25’ along that vector from the participant’s current location.
The experimenter had the option to press a key to request a new
random ending tape position if s/he felt that the computer-defined
distance interval endpoint was unsuitable (i.e. too close to an
obstacle or landmark in the environment).  This manual override
option was used only sparingly.  At a ‘ready’ signal from the
participant, the experimenter recorded the starting point using a
keypress, which also blacked out the screen.  At the end of each
trial, when the ending position of the participant was recorded by
the experimenter, the virtual markers were deleted.  As before, a



separate keypress was used to turn the display back on when the
participant had been positioned at a suitable starting point for the
next trial.

In the real environment, the starting and ending points of the
distance intervals were indicated by thin strips of cloth sewn to
pieces of Velcro, which were interactively placed on the floor, by
the experimenter, while the participant remained blindfolded.
Their location was determined on an ad hoc basis, intended to
mimic the random distance interval definition process used in the
virtual environment condition.  Both markers were surreptitiously
taken up after the end of each trial, after the participant had been
led (still blindfolded) away from his ending point.

3.2 Results
Figure 11 summarizes the results of our followup experiment in a
bar chart that shows the average relative errors, (walked_distance
– actual_distance) / actual_distance, computed over the 10 real
world trials, and over the last 10 virtual world trials, for all
participants in each condition.1  We performed a two-way mixed
analysis of variance of the errors across exposure (real world first
vs. virtual world first), and environment (trials done in the real
world vs. trials in the virtual world), and found no significant
main effects of either environment {F(1,196) = 0.06, p = 0.80} or
of exposure {F(1,196) = 0.41, p = 0.52}.

Figure 11. A bar chart showing the average relative errors in
distance estimates made in the real world (dark blue) and in the
matching virtual world (light blue) by participants in our followup
study.  The error bars represent ± 1 standard error of the means.

Figure 12 shows separate scatterplots of all of the individual
distance estimates obtained from each of our ten participants.
Datapoints in each plot have been color-coded by participant
number (hue) and technology (lightness), and are plotted as
circles when the judgment was made in the virtual world, and as
squares when the judgment was made in the real world.
Trendlines, solid in the one case and dotted in the other, are
superimposed to illustrate a linear fit to the data.

3.3 Discussion
The striking finding of our followup experiment is that, even more
so than in our original experiment, we did not find indications that
participants experienced a significant amount of distance
compression in the immersive virtual environment, as compared

                                                  
1 The choice to consider the same number of trials across all conditions
was done to simplify the statistical analysis.  The results using average
relative errors computed over all 20 VE trials are not significantly
different, overall.

to in the real world.  We did observe that our participants walked
slightly ‘short’, on average, in both the real room and in the
virtual room.  However, as this phenomenon was common to both
environments, we suspect that it might stem from the relative
lack, in the reconfigured room as compared to the original room,
of good linear perspective cues to distance, due to the room
having curved rather than straight edges.

Figure 12. Individual scatter plots of distance walked, versus target
distance, over all trials, for all participants.

4. GENERAL DISCUSSION

Although we cannot be certain that the results in our first study
were unaffected by potential methodological concerns, the fact
that these results were confirmed in our second study, which was
conducted under methodological conditions that cannot be
faulted, leads us to believe that, in sum, we have come to a
significant and interesting new discovery: namely, that in a



situation where participants can be certain, as a result of first-hand
observation, that the immersive virtual environment they are
viewing identically represents the same real environment that they
are physically occupying, they do not appear to exhibit the same
strong indications, previously observed by others, of perceiving
distances to be compressed in the virtual environment.  Although,
of course, the whole purpose of using virtual environments
technology is to immerse participants in a different space than the
one they are actually, physically, occupying, the discovery that
indications of distance compression in immersive virtual
environments may be significantly reduced when the spaces are
known to be the same is greatly encouraging.  It suggests that the
problem of distance compression in immersive virtual
environments may not necessarily be inherent to the technology,
but may in fact stem, in significant part, from higher-level
cognitive issues in the interpretation of the presented visual
stimulus.

5. FUTURE WORK

We are intrigued by the possibility that distance perception in a
virtual environment could be affected by the extent to which a
person present in the VE is willing to accept that VE as being
functionally equivalent [6] to the real world.  If it turns out that
egocentric distance compression, as indicated by an action-based
metric, is, in fact, a symptom of a lack of ‘presence’ in an
immersive virtual environment, it may become possible in the
future to use such action-based metrics to quantitatively assess the
extent to which a participant experiences ‘immersion’ in a
particular virtual environment.  In future work, we would like to
pursue these questions more deeply, along with conducting further
studies to explore strategies for facilitating an accurate perception
of space and distance in immersive virtual environments that do
not exactly match a person’s actual occupied environment.
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