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Symmetric Rendezvous Search on the Line
with an Unknown Initial Distance

Deniz Ozsoyeller, Andrew Beveridge and Volkan IslerSenior Member, IEEE

Abstract—In the rendezvous search problem, two robots at
unknown locations must successfully meet somewhere in the
environment. We study the symmetric version of the problem
in which they must use the same strategy. We provide a new
algorithm for the symmetric rendezvous problem on the line.
Our symmetric strategy has a competitive ratio of 17.686 for
total distance traveled and a competitive ratio of 24.843 for
total time. Both are improvements over the previously best
known algorithm, which has (time and distance) competitive
ratio of 26.650. Our algorithm can be adapted for bounded
linear environments and simple closed curves with the same
performance guarantees. It is also robust with respect to errors
in motion and differences in robots’ starting times. We confirm
our theoretical results through simulations, and show thatour
algorithms are practical by reporting the results of real robot
deployments in indoor environments.

Index Terms—rendezvous search, symmetric rendezvous, lin-
ear search problem, lost cow problem

I. I NTRODUCTION

The goal of rendezvous search is to design strategies for
robots whose locations are unknown to each other to meet
as quickly as possible. In this paper, we study the rendezvous
search problem with two robots in a one-dimensional environ-
ment. For example, robots dropped off from a plane may be
trying to find each other after deployment in linear environ-
ment, such as a road, a corridor or a river. This environment
could be infinite, circular or bounded. However, no obstacles
that disconnect the environment can reside between the robots,
otherwise rendezvous will never occur. The rendezvous search
problem has attracted significant attention from the research
community and studied in various environments such as line,
graph, circle (ring) and plane. A comprehensive introduction
can be found in the survey [1], and the monograph [2].

There are two primary versions of the rendezvous search
problem. In asymmetric rendezvous search, the players can
choose separate roles in advance and execute distinct strate-
gies. For example, one can remain stationary while the other
actively searches. In the second version, calledsymmetric
rendezvous search, the players must execute the same strategy.
In the literature, both of these versions have been studied on
various environments such as line, circle, graph and plane.
The symmetric version is appealing for robotics applications
because it eliminates the need for implementing a different
version of the strategy on each robot.
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Suppose that two robots start at locationsx and y in an
environmentQ. Let d(x, y) be the distance between these
points. For a rendezvous strategyS, let Si(x, y) denote the
(expected) distance traveled by roboti before rendezvous,
i = 1, 2. The efficiency of a rendezvous strategyS is often
measured by its competitive ratio

max
x,y∈Q

S1(x, y) + S2(x, y)

d(x, y)
(1)

Here the denominator is the minimum possible distance trav-
eled before rendezvous. The competitive ratio ofS is the worst
case deviation of the performance ofS from this optimal
behavior. A strategy is said to becompetitiveif its competitive
ratio is a constant. We note that fixing a rendezvous location
in advance is not an efficient strategy: the robot deployment
locations could be quite close to each other other while
being very far from the predetermined rendezvous location.In
equation (1), the competitive ratio is given with respect tothe
total distance traveled. Other measures such as the maximum
distance traveled can also be used.

When the robot strategies do not involve idle times, the
distance traveled is proportional to the amount of the time
elapsed. Herein we consider randomized strategies that in-
tersperse robot movements with robot idle times. Therefore,
we consider two competitive ratios: the distance competitive
ratio and the time competitive ratio. Since robot motion
is more expensive than robot idle time, we will focus on
minimizing the distance competitive ratio of our fixed strategy.
For symmetric strategies, the distance competitive ratio also
equals

max
x,y∈Q

2S1(x, y)

d(x, y)
= max

x,y∈Q

S1(x, y)

d(x, y)/2
.

We use this formulation in our analysis below.
Rendezvous on the line has been well studied for both

symmetric [1], [3]–[7] and asymmetric [8]–[12] versions.
In addition to its theoretical importance, rendezvous on the
line is important for robotics applications: the line can be
used to model environments such as railroads, cables or long
corridors. In the original symmetric formulation, the players
start knowing the initial distance2d. For this formulation,
Alpern [1] introduced the following strategy: at the beginning
of each period, each player independently chooses a random
direction to call forward (F) and goesd units forward and
then 2d units in the opposite backwards (B) direction. This
randomized 1F2B moving pattern repeats until rendezvous
is achieved. Over the years, the analysis of this algorithm
has been improved, so that guaranteed competitive ratio has
been decreased from Alpern’s initial value of 5 to 4.5678 by
Anderson and Essegaier [3], to 4.4182 by Baston and Gal [9],
and to 4.39306 by Uthaisombut [5].
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In [9], Baston and Gal considered a symmetric rendezvous
formulation in which the initial distance is drawn from some
distribution with expected valueE[2d] = µ. They provide
a symmetric algorithm with expected meeting time13.325µ,
corresponding to competitive ratio26.650. For a distance
distribution with maximum distanceD, Baston [4] developed
an algorithm with competitive ratio1.71 + µ/2D.

Herein, we consider rendezvous problems on the line with
no information about the initial distance. The players do not
share a global frame. The unknown initial distance case has
been investigated for asymmetric rendezvous [7], [12], butit
has not been well studied for the symmetric case. Baston and
Gal’s algorithm from [9] is agnostic of the distance distribution
and is therefore a26.650-competitive algorithm (for both
distance and time) for this formulation.

The contributions of this paper are as follows. We provide a
new algorithm for linear symmetric rendezvous at an unknown
(and arbitrary) distance. This algorithm is an improvement
over the Baston and Gal algorithm: it is17.686-distance com-
petitive and24.843-time competitive. We provide simulation
results and experimental results from a robot deployment. An
interesting aspect of our algorithms is the randomization of the
distance traveled (in addition to the motion pattern) at each
round. Our simulations show that this randomization makes
the algorithm robust with respect to uncertainty in motion e.g.
due to errors in odometry.

Our algorithm (and its theoretical analysis) assumes that the
robots start at the same time. We investigate the significance of
this assumption in simulations which suggest that the compet-
itive ratio does not increase significantly even when the robots
start at different times. Finally, we adapt the algorithm for two
real world rendezvous tasks: when the linear environment isof
bounded length, and when the linear environment is a simple
closed curve (such as a circular loop).

The paper is organized as follows. In Section II, we present
an overview of related work. Next, we review a related online
problem in Section III-A, then study the linear symmetric
rendezvous problem in Sections III-B and III-C. We present
the simulations results where the robots start executing the
algorithm at the same time in Section IV-A and at different
times in Section IV-B. In Section V, we present extension to
circular and bounded environment and report results from real
experiments in Section VI.

II. RENDEZVOUS VERSUSRENDEZVOUSSEARCH

In the robotics literature, there are two types of rendezvous
problems. The first version concerns robot tracking and nav-
igation towards a moving object (target) where the agents
can observe each other’s state. Therefore, the emphasis is on
control-theoretic aspects such as combining the kinematics
equations of the robot and the target. The target can be
another mobile robot, a satellite, a moving convoy or a
human. Sometimes, the desire to rendezvous is one-sided (for
example, an agent who wants to meet up with a moving
convoy). Moreover, the robot and the target can have different
features such as size, velocity, orientation, etc. One example
of this type of rendezvous is the optimal control problem for
minimum control energy needed to reach a moving target [13].

Theparallel navigation lawis one of the most widely used
closed loop controls for the rendezvous of the robot with the
target. This approach combines the kinematics equations ofthe
robot and the target with geometric rules. The robot moves in
lines that are parallel to the initial line of sight (LOS), which is
the relative position vector connecting the robot to the target.
The parallel navigation rule states that the angle of the LOS
of the robot to the target remains constant at all times [14].
Therefore, the interception is considered only in the direction
of LOS. The robot may or may not know the environment
and the target maneuvers in advance. Usually, the robot has
a sensory system to detect obstacles and obtain the necessary
information on the target such as its position, linear velocity
and orientation. The information gained on the target (and the
obstacles) is used in the rendezvous guidance algorithm.

In this paper, we focus on the rendezvoussearchproblem.
Similar to the rendezvous tracking and navigation problem
above, this deployment can be thought as establishing LOS
between robot-1 to robot-2 in a given environment. However,
the remaining formulation is quite different. The heart of
the problem is the lack of state information. The robots
cannot communicate, and do not have a (long range) sensory
system that allows them to determine the position of the other
robot (though they can detect rendezvous). The robots do not
necessarily know their current location and they do not (and
cannot) know the initial distance or direction to the other robot.

Another difference is thatboth robots actively work to
achieve rendezvous, compared to having an active robot and
an agnostic target. A third difference is that the robots have
identical properties; for example, they have the same size
and velocity. Our final, key limitation is that in symmetric
rendezvous search, the robots must execute the same strategy.

III. SYMMETRIC RENDEZVOUSON THE L INE

The rendezvous problem generalizes thelinear search prob-
lem, also known as thelost cow problem. In this formulation,
a single robot tries to find an unknown stationary object.
This linear search problem was originally solved in [15] and
that solution was rediscovered in [16]. This result was placed
into the framework of online algorithms in [17] (where it
was also generalized toM infinite rays radiating from a
common starting point). Our symmetric rendezvous algorithm
generalizes and draws inspiration from the lost cow problem.
Therefore, we review that linear search problem and then
describe of our algorithm and analyze its performance.

A. The Lost Cow Problem

Suppose that a near-sighted cow tries to find the only
gate in a long, straight fence. This gate is located at an
unknown initial distanced, either to the left or the right
of the cow. Any deterministic online algorithm for locating
the gate is equivalent to alternately searching to the left and
then to the right of the cow’s initial locationx = 0. Such
a spiraling algorithm can be defined by a sequence of non-
negative numbersf1, f2, . . ., wherefi is the distance explored
to left (right) of the cow’s initial position in odd (even) round
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i. For convenience, we setf0 = 0. In the ith round, the cow
travels a total distance offi−1 + fi.

The deterministicSpiral LostCow algorithmuses a doubling
strategyfi = 2i+1. Spiral LostCow is a9-competitive algo-
rithm, and this is the best possible performance for a determin-
istic online algorithm. This competitive ratio can be improved
by introducing some randomness. TheSmartCow algorithm
follows the same zig-zag strategy, except the distance traveled
in roundi is ri+ǫ, whereǫ ∈ [0, 1) is chosen uniformly at the
start of the algorithm. This dash of randomness smooths out
the worst case analysis. Beck and Newman [15] proved that
the valuer ≈ 3.591 guarantees competitive ratio of4.591,
which is best possible. This result was rediscovered by Kao
et al. [18].

We now compare the rendezvous problem with the lost cow
problem. Instead of one mobile cow and a stationary gate, we
now have two mobile cows, initially separated by a distance
of 2d. The goal of the cows is to meet up anywhere along the
fence. The symmetric version of this problem requires that
both cows perform the same search algorithm. This forbids
deterministic strategies, since their synchronized movement
would prevent the cows from ever meeting.

B. The Symmetric Rendezvous Algorithm

We present our algorithm for symmetric rendezvous for an
unknown initial distance. Our algorithm uses randomization to
break the symmetry between the robots. We also use a motion
pattern which combines rounds2i and 2i + 1 of the Spiral
LostCow algorithm into a single round. This will guarantee
that, once the robot’s displacement is at leastd units, the
probability of meeting in every subsequent round is1/2.

We now describe the randomized itinerary of the robots.
Let 2d be the initial distance between two robots, as shown
in Figure 1. Without loss of generality, robot-1 is located at
x = 0 and robot-2 is located at2d (though they are unaware
of their relative positions). We represent the configuration of
the robots as a point inR2, so that the initial configuration is
(0, 2d). The robots do not know their initial distance or the
direction leading to the other robot. For omniscient robots, the
best offline algorithm would be for them to move towards each
other and meet at configuration(d, d). Hence, our competitive
ratio will be calculated in comparison with distanced.

To each robot, we associate a non-negative sequence
f−1, f0, f1, f2, . . ., wheref−1 = 0 (for convenience) and

fi = ri+ǫ for i ≥ 0

wherer > 0 is the expansion radius (to be optimized later)
and ǫ ∈ (0, 1] is a uniformly distributed random variable.
The robots use the same expansion radiusr, but they choose
their values forǫ independently at the start of the algorithm.
The robot uses this randomǫ value throughout the algorithm
(choosing a newǫ value in each round does not improve the
performance). As in the SmartCow algorithm, this random
variable mitigates the worst case competitive ratio, giving
an improved performance guarantee. Indeed, in [19], we
presented a variant of theSR algorithm without the randomǫ.
That algorithm was shown to be 19.166 distance competitive
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Fig. 1. Behavior in roundi. The robots start in configuration(f2i+1, 2d−

f2i−1). The current coin flips require both robots to move left-then-right
in the current round.FIRST: First phase movements. Robot-1 moves left
d1 = r2i+ǫ1 + r2i−1+ǫ1 . Robot-2 moves leftd2 = r2i+ǫ2 − r2i−1+ǫ2 .
SECOND: First phase idle time. To ensure synchronous rounds, robot-j waits
r2i + r2i+1 − dj time units before starting the next phase.THIRD: Second
phase movement. Robot-1 travels rightd3 = r2i+ǫ1 +r2i+1+ǫ1 and robot-2
travels rightd4 = r2i+ǫ2 + r2i+1+ǫ2 . FOURTH: Second phase idle time.
Robot j waits r2i+1 + r2i+2 − dj .

and26.888 time competitive. The addition of the randomized
parameterǫ results in better performance.

If we were to chooser = 2 (as in Spiral LostCow), our
symmetric rendezvous algorithm would yield an unbounded
competitive ratio. Intuitively, the growth of the distancetrav-
eled overwhelms the probability of the rendezvous of the
robots. Instead of doublingr, our algorithm increases the reach
fi of the robots by a factorr ≈ 1.195 (the derivation of this
optimized value is presented in the proof of Theorem 1). Given
the initial distance2d, set δ ∈ (0, 1] and k ∈ Z

+ to be the
unique numbers achievingd = rk+δ .

The algorithm proceeds in rounds, indexed by integersi ≥ 0
(starting ati = 0 gives a more natural indexing). In each round,
the robot will alternate between moving and waiting. A round
is successfulif the robots achieve rendezvous in that round;
otherwise it isunsuccessful. We describe the movement of
robot-1, who starts atx = 0. At each roundi, the robot flips
a coin to determine its itinerary (right-then-left or left-then-
right) for this round. We divide each round into two phases,
according to the direction of movement. In theith round, the
robot starts at one ofx = ±f2i−1, each with probability1/2.
If the robot tosses heads, then in phase 1, it moves right to
the pointx = f2i and in phase 2, it moves left to the point
x = −f2i+1. If the robot tosses tails, it moves left tox = −f2i
in phase 1 and then right tox = f2i+1 in phase 2. At the end
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Algorithm 1 SR: Symmetric rendezvous strategy on the line
for unknown initial distance.

1: r ← 1.195
2: ǫ ← random from(0, 1]

{Note thatf(j) = rj+ǫ below}
3: i ← 0
4: coinF lip ← random from{−1, 1}
5: previousCoinF lip ← coinF lip
6: while checkRendezvous() != truedo
7: if i = 0 then
8: Di,1 ← f(2i)
9: else if coinF lip != previousCoinF lip then

10: Di,1 ← f(2i)− f(2i− 1)
11: else
12: Di,1 ← f(2i− 1) + f(2i)
13: end if
14: Wi,1 ← f(2i) + f(2i+ 1)−Di,1

15: moveTo(coinF lip * f(2i))
16: wait(Wi,1)
17: Di,2 ← f(2i) + f(2i+ 1)
18: Wi,2 ← f(2i+ 1) + f(2i+ 2)−Di,2

19: moveTo(−1 * coinF lip * f(2i+ 1))
20: wait(Wi,2)
21: i ← i+ 1
22: previousCoinF lip ← coinF lip
23: coinF lip ← random from{−1, 1}
24: end while

of an unsuccessful roundi ≥ 0, the possible configurations
of the robots are (±f2i+1, 2d± f2i+1). This is also the initial
configuration for roundi+ 1.

Let Di,1 (Di,2) denote the distance traveled in the first
(second) phase of roundi, and letDi = Di,1 +Di,2 denote
the total distance traveled in the round. The value ofDi,1

depends upon whether the coin flip in this round differs
from the coin flip in the previous round. If they differ, then
Di,1 = f2i − f2i−1. If they match, thenDi,1 = f2i + f2i−1.
(Note that these statements are also true fori = 0 because
f−1 = 0.) Regardless of the coin flip,Di,2 = f2i+1+f2i. The
distance traveled (the length of an itinerary) by a robot in an
unsuccessful roundi is eitherDi = f2i+1 + 2f2i − f2i−1 or
Di = f2i+1 + 2f2i + f2i−1, each with equal probability.

Recall that the robots use differentǫ values for their
movements. In order to keep the robot motions in sync, we
introduce wait times after each movement (left or right). A
robot must assume the worst: that the other robot is using
ǫ = 1, and therefore requires timeTi,1 = r2i + r2i+1 in
phase 1 and timeTi,2 = r2i+1 + r2i+2 in phase 2. After each
movement, the robot will idle long enough to allow the other
robot to complete its current motion. Keeping robot motionsin
sync guarantees that, once their displacement is large enough,
the probability that the robots meet is 1/2.

We summarize the activity of the robot in roundi. The robot
flips a coin. In phase 1, it moves distanceDi,1 and waits for
time Wi,1 = Ti,1 −Di,1. In phase 2, it moves distanceDi,2

and waits for timeWi,2 = Ti,2 − Di,2. Assuming that the
round is unsuccessful, the time elapsed in roundi is Ti =

Ti,1 + Ti,2, independent of both the robot’sǫ value and the
coin flip. The algorithm terminates the first time that the robot
configuration is of the form(x, x). The pseudocode of the
strategy is presented in Algorithm 1. Our main result is the
following theorem.

Theorem 1:The optimal expansion radius for the symmet-
ric rendezvous algorithm isr ≈ 1.195. This choice ofr gives
an algorithm that is17.686-distance competitive and24.843-
time competitive.

We prove this theorem in the next subsection.

C. The Analysis

Performance analysis of AlgorithmSR for d = rk+δ

depends upon the parity ofk. The even case is slightly more
difficult to analyze, so we work through that analysis for the
distance competitive ratio. The remaining analyses (even time,
odd distance and odd time) proceed similarly. These analyzes
can be found in the accompanying technical report [19].

Henceforth, we assume thatk is even. We divide the
execution of AlgorithmSR into four stages.Stage-1is an
initialization stage whose length depends on the (unknown)
initial distance2d = 2rk+δ. This stage encompasses the early
rounds0 ≤ i ≤ k/2 − 1 in which the robots do not move
far enough to meet. The first round in which the robots might
meet is thek/2-th round.Stage-2consists of only this critical
round. We define a separateStage-3for round k/2 + 1 as
well. The initial locations of the robots exhibit a transient
behavior in this round.Stage-4contains all rounds after Stage-
3. In these later rounds, the initial configurations and the
rendezvous behavior are consistent, so we can compute the
expected distance traveled using an infinite sum.

In our analysis, we track the direction of movement (left-
then-right or right-then-left) of each robot. In Stage-2, we also
consider the relative size ofδ compared toǫ1, ǫ2. In Stage-3,
we must pay close attention to the possible initial configu-
rations. Note that, starting at Stage-2, it is also necessary to
calculate the distance traveled at each round based on whether
the robots meet at this round or not.

We now introduce the variables used in our analysis. Let
Ri be the event that the algorithm is still active in roundi.
Assuming thatRi holds, we define the following:Si is the
event that the robots successfully meet in roundi; Ai is the
event that robot-1 initially moves to the right (towards robot-
2) in roundi; Bi is the event that robot-2 initially moves to
the left (towards robot-1) in roundi.

Due to the symmetric strategies, the expected distance
traveled is identical for both robots. Therefore, we only
analyze robot-1. Still assuming thatRi holds, we again define
Di = Di,1+Di,2 andTi = Ti,1+Ti,2 andWi = Wi,1+Wi,2.

The algorithm is always active in the first round, thus
P[R0] = 1. The probability that the algorithm is still active
in round i is the joint probability of the events that the
robots do not meet in the rounds up to roundi. That is,
P[Ri] = P[S0 ∧ · · · ∧ Si−1] for i > 0. Restating our
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observations from the previous section, we have

E[Di | Si] = E[f2i+1 + 2f2i | Si]

= (r2i+1 + 2r2i)E[rǫ | Si], (2)

E[Ti | Si] = r2i+2 + 2r2i+1 + r2i, (3)

E[Wi | Si] = E[Ti | Si]− E[Di | Si]. (4)

During Stage-1, we haveE[rǫ | Si] = E[rǫ]. During the later
stages, (i.e. wheni ≥ k/2), the size ofǫ and the eventSi are
dependent variables.

We are now ready to study the four stages of AlgorithmSR
for evenk. Sections III-C1, III-C2, III-C3 and III-C4 present
the distance analysis of stages 1–4 respectively. For clarity
of exposition, we defer evaluation of certain probabilities and
expectations until Section III-C5, where we prove the distance
competitive ratio for evenk in our main theorem.

1) Analysis of Stage-1 for even k: Recall thatd = rk+δ

whereδ ∈ (0, 1]. We compute the expected distance traveled
during Stage-1. When0 ≤ i ≤ k/2 − 1, the combined robot
displacement is

r2i+ǫ1 + r2i+ǫ2 ≤ 2r2i+2 ≤ 2rk < 2rk+δ = d,

so the robots cannot meet during Stage-1. In other words,
P[Ri] = 1 = P[Si] for 0 ≤ i ≤ k/2− 1.

Lemma 2:The expected distance traveled during Stage-1
satisfies

k/2−1
∑

i=0

E[Di | Ri]P[Ri] < (r + 2)
rk

r2 − 1
E[rǫ].

Furthermore, the four final configurations(±fk−1, 2d±fk−1)
each occur with probability1/4.

Proof. By equation (2),

k/2−1
∑

i=0

E[Di | Ri]P[Ri] =

k/2−1
∑

i=0

E
[

Di | Si

]

P
[

Si

]

=

k/2−1
∑

i=0

(r2i+1 + 2r2i)E
[

rǫ | Si

]

· 1

= (r + 2)E [rǫ]

k/2−1
∑

i=0

r2i = (r + 2)
rk − 1

r2 − 1
E[rǫ].

Considering roundk/2 − 1, clearly each of the four final
configurations(±fk−1, 2d± fk−1) are equiprobable. ¤

2) Analysis of Stage-2 for even k: We bound the expected
distance traveled by a robot in the critical round,k/2. Unlike
Stage-1, the robots meet with nonzero probability. We sepa-
rately calculate the distance traveled in a successful and an
unsuccessfulk/2-th round in Lemmas 4 and 5 respectively.
Adding these expressions gives the total expected distance
traveled in the critical round.

The robots cannot meet prior to the critical round, so
P[Rk/2] = 1. Furthermore,Sk/2 ∧ Rk/2 = Sk/2 and
Sk/2 ∧Rk/2 = Sk/2. We now capture the success and failure
conditions for the critical round. DefineC to be the event that
2δ ≤ ǫ1+ǫ2. We claim that the robots successfully rendezvous
in the first phase of roundk/2 whenAk∧Bk∧C holds. Indeed,

the first phase of roundk/2 results in rendezvous if and only
if 2rδ ≤ rǫ1 + rǫ2 , or equivalentlyǫ2 ≥ logr(2r

δ − rǫ1). This
function is concave down for0 ≤ ǫ1 ≤ 1, so the function lies
below the tangent line through the point(δ, δ). The formula
for this tangent line isǫ2 = 2δ−ǫ1. Therefore, if2δ ≤ ǫ1+ ǫ2
then2rδ ≤ rǫ1 + rǫ2 .

For simplicity of analysis, we use the tangent lineǫ2 =
2δ − ǫ1 to approximate the functionǫ2 = logr(2r

δ − rǫ1) on
the unit square. The tangent line lies above the curve in this
region. Therefore, we use the eventC as a proxy for success
when Ak/2 ∧ Bk/2 holds. This yields an upper bound on
the expected distance traveled during the algorithm (because
we mis-categorize some rendezvous successes in roundk/2
as failures). In calculations below, we find that the optimal
expansion radius satisfies1 ≤ r ≤

√
2. For theser values, the

error introduced is minor compared to the other factors.
With this in mind, when the eventAk/2 ∧ Bk/2 holds, we

definesuccess to coincide with eventC. This results in an
upper bound on the competitive ratio, due to the resulting
approximation. We note that the eventC will continue to play
a role in our analysis of subsequent stages.

Lemma 3:The probability that the critical round is success-
ful is

P[Sk/2] = (1 + P[C])/4.

In addition, the ending configurationx = (x1, x2) for an
unsuccessful critical round satisfies

P[x = (−fk+1, 2d− fk+1) | Sk/2] = 1/4,

P[x = (fk+1, 2d+ fk+1) | Sk/2] = 1/4,

P[x = (−fk+1, 2d+ fk+1) | Sk/2] = P[C]/4.

Proof. The robots can rendezvous in two ways. The first way
is when they both move away from each other in Phase-1 of
the round. Call this event

E1 = Ak/2 ∧ Bk/2.

The second way is when the event

E2 = Ak/2 ∧Bk/2 ∧ C

holds. We haveP[E1 ∨E2] = P[E1]+P[E2] = 1/4+P[C]/4.
An unsuccessful round corresponds to one of the events

Ak ∧Bk, Ak ∧Bk or Ak ∧Bk ∧C. The ending configurations
and probabilities listed in the lemma correspond to these three
events. ¤

Before proceeding further, we make one important remark:
the occurrence of eventC depends upon the (unknown) value
of the input variableδ. Specifically, the formulas forP[C],
P[C], and E[rǫ | C], E[rǫ | C] depend on whetherδ is
greater or less than1/2. Calculations concerningC are found
in Appendix A. During the final analysis of Theorem 1,
the competitive ratio of our algorithm will be computed by
choosing theδ value which gives the maximum ratio. This
dependence on the input variableδ is one of the reasons that
we defer evaluation of certain probabilities and expectations
until Section III-C5
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Lemma 4:The expected distance traveled in a successful
k/2-th round is

E[Dk/2 | Sk/2]P[Sk/2] =
1

2
rkE[rǫ] + d

(

1 + P[C]

4

)

.

Proof. We use the same notationE1, E2 found in the proof
of Lemma 3. The expected distance traveled in a successful
k/2-th round is given by

E
[

Dk/2|Sk/2

]

P
[

Sk/2

]

= E
[

Dk/2|E1

]

P [E1] + E
[

Dk/2|E2

]

P [E2] , (5)

whereP[E1] = 1/4 andP[E2] = P [C] /4.
Next we compute the expected distance traveled for each

of the eventsE1 andE2. The four equiprobable initial con-
figurations in this round are (±fk−1, 2d± fk−1). Calculations
similar to equation (2), give

E[Dk/2 | E1] = E[2fk + d | E1] = 2rkE [rǫ1 ] + d.

We also have

E[Dk/2 | E2]

= E

[

1

4
(2(d− fk−1) + 2(d+ fk−1))

]

= d.

Using these values in equation (5) completes the proof.¤

Lemma 5:The expected distance traveled in an unsuccess-
ful k/2-th round is

E
[

Dk/2|Sk/2

]

P
[

Sk/2

]

= rk(2 + r)

(

1

2
E [rǫ1 ] +

1

4
E
[

rǫ1 |C
]

P[C]

)

.

Proof. In this round, the robots cannot meet under two condi-
tions. First, they do not meet when they move in tandem. In
other words the event

E3 =
(

Ak/2 ∧Bk/2

)

∨
(

Ak/2 ∧ Bk/2

)

holds. Secondly, if they move towards each other andǫ1, ǫ2
are not large enough for them to meet. In other words, the
event

E4 = Ak/2 ∧ Bk/2 ∧ C

holds. The expected distance traveled in an unsuccessfulk/2-
th round is given by

E
[

Dk/2|Sk/2

]

P
[

Sk/2

]

= E
[

Dk/2|E3

]

P [E3] + E
[

Dk/2|E4

]

P [E4] . (6)

We haveP[E3] = 1/2 andP[E4] = P[C]/4. Next we compute
the expected distance traveled for each of the eventsE3, E4.
Similar to equation (2), these expected distances are

E[Dk/2|E3] = rk(2 + r)E [rǫ1 ] ,

E[Dk/2|E4] = rk(2 + r)E
[

rǫ1 |C
]

.

Using these values in equation (6) proves the lemma. ¤

3) Analysis of Stage-3 for even k: We compute the ex-
pected distance traveled by a robot in the transitional (k/2+1)-
th round. Assuming that the robots did not meet in Stage-2,
the robots meet in Stage-3 if and only if

E5 = (Ak/2+1 ∧Bk/2+1) ∨ (Ak/2+1 ∧Bk/2+1)

holds. Therefore we haveP[Sk/2+1 | Rk/2+1] = 1/2 =
P[Sk/2+1 | Rk/2+1]. We continue to use the event notation
from the previous section. We enter Stage-3 directly after event
E3 or E4, and we handle these cases separately.

Lemma 6:Suppose that we enter roundk/2+1 after event
E3. We have

E[Dk/2+1 | Sk/2+1 ∧ E3] = rk+2
E[rǫ] + d

and

E[Dk/2+1 | Sk/2+1 ∧ E3] = rk+2(2 + r)E[rǫ].

Furthermore, whenSk/2+1 occurs, the ending configuration
is either(fk+3, 2d+ fk+3) or (−fk+3, 2d− fk+3), each with
probability1/2.

Proof.These values are calculated analogously to equation (2),
using the equivalenceSk/2+1 = E5. For both eventsSk/2+1

Sk/2+1, there are two initial configurations, and two possible
itineraries. Averaging over the four equiprobable events gives
the lemma. ¤

When E4 has just occurred, the roundk/2 + 1 starts at
position (−fk+1, 2d + fk+1). The proof of the following
lemma is analogous to that of Lemma 6.

Lemma 7:Suppose that we enter roundk/2+1 after event
E4. We haveE[Dk/2+1 | E4] =

1
2
E[Dk/2+1 | Sk/2+1 ∧E4] +

1
2
E[Dk/2+1 | Sk/2+1 ∧ E4] where

E[Dk/2+1 | Sk/2+1 ∧ E4] = rk+2
E[rǫ | C] + d

and

E[Dk/2+1 | Sk/2+1 ∧ E4] = rk+2(2 + r)E[rǫ | C].

Furthermore, whenSk/2+1 occurs, the ending configuration
is either(fk+3, 2d+ fk+3) or (−fk+3, 2d− fk+3), each with
probability1/2. ¤

We now combine all our terms into a single expression.
Lemma 8:The expected distance traveled in roundk/2+1

is

E[Dk/2+1 | Rk/2+1]P[Rk/2+1]

= E[Dk/2+1 | E3]P[E3] + E[Dk/2+1 | E4]P[E4]

where

E[Dk/2+1 | E3]P[E3] =
1

4

(

d+ rk+2(3 + r)E[rǫ]
)

and

E[Dk/2+1 | E4]P[E4]

=
P[C]

8

(

d+ rk+2(3 + r)E
[

rǫ | C
])

.

Proof. The probability of success in roundk/2 + 1 is always
1/2, and we know thatP[E3] = 1/2 and P[E4] = P[C]/4.
The result follows from Lemmas 6 and 7. ¤
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4) Analysis of Stage-4 for even k: We compute the
expected distance traveled for all roundsi ≥ (k/2 + 2).
The eventsE3 andE4 still influence the expected values in
these later rounds. In particular, fori ≥ k/2 + 2, we have

E[rǫ | Ri]P[Ri]

= E[rǫ | Ri ∧ E3]P[Ri | E3]P[E3]

+E[rǫ | Ri ∧E4]P[Ri | E4]P[E4]

= E[rǫ]P[Ri | E3]P[E3]

+E[rǫ | C]P[Ri | E4]P[E4]. (7)

Note that ifE4 holds, then so doesC, which in turn influences
the expected value ofrǫ. However, the rendezvous behavior
of roundi ≥ k/2+ 2 is independent of how we got there: we
always achieve rendezvous with probability1/2. This behavior
is summarized in the following lemma.

Lemma 9:For i ≥ k/2 + 2, we have

P[Ri | E3] = P[Ri | E4] =

(

1

2

)i−k/2−1

.

Furthermore,

E[Di | Ri ∧E3] =
1

2

(

d+ r2i (3 + r)E[rǫ]
)

,

E[Di | Ri ∧E4] =
1

2

(

d+ r2i (3 + r)E[rǫ | C]
)

.

Proof. We prove the lemma givenE3 occurred in the critical
roundk/2. The proof forE4 is analogous.

The probability that roundk/2+1 was unsuccessful is1/2.
Likewise, every roundi ≥ k/2+2 is successful half the time,
namely when(Ai∧Bi)∨(Ai∧Bi) holds. This proves the first
statement forE3. Considering the expected distance traveled
in roundi, we find that

E[Di | Ri ∧E3] = E[Di | Ri ∧ E3 ∧ Si]P[Si]

+E[Di | Ri ∧ E3 ∧ Si]P[Si]

=
1

2

(

r2iE[rǫ | E3] + d
)

+
1

2

(

r2i(2 + r)E[rǫ | E3]
)

=
1

2

(

d+ r2i(3 + r)E[rǫ]
)

.

This concludes the proof forE3. The only difference in the
proofs forE4 is the fact thatE[rǫ | E4] = E[rǫ | C]. ¤

We now compute the expected distance traveled in Stage-4.
Lemma 10:The expected distance traveled in Stage-4 is

∞
∑

i=k/2+2

E[Di | Ri]P[Ri]

=
1

4

(

d+
rk+4(3 + r)

2− r2
E[rǫ]

)

+
P[C]

8

(

d+
rk+4(3 + r)

2− r2
E[rǫ | C]

)

.

Proof. We split our calculation according toRi∧E3 andRi∧
E4. If Ri ∧E3 holds, then by Lemma 9 we have

∞
∑

i=k/2+2

E[Di | Ri ∧E3]P[Ri | E3]P[E3]

=

∞
∑

i=k/2+2

1

2

(

d+ r2i(3 + r)E[rǫ]
)

(

1

2

)i−k/2−1 (
1

2

)

=
1

4

∞
∑

j=0

(

d+ r2j+k+4(3 + r)E[rǫ]
)

(

1

2

)j+1

=
d

8

∞
∑

j=0

(

1

2

)j

+
rk+4(3 + r)

8
E[rǫ]

∞
∑

j=0

(

r2

2

)j

=
1

4

(

d+
rk+4(3 + r)

2− r2
E[rǫ]

)

.

The calculations forRi ∧E4 are entirely analogous, and give
∞
∑

i=k/2+2

E[Di | Ri ∧ E4]P[Ri ∧E4]P[E4]

=
P[C]

8

(

d+
rk+4(3 + r)

2− r2
E[rǫ | C]

)

.

¤

5) Computing the competitive ratio of SR: Having deter-
mined the expected distance traveled in all stages, we can now
prove our main result. We show that the optimal expansion
radius is r ≈ 1.195 which guarantees an algorithm that is
17.686-distance competitive and24.843-distance competitive.

Proof of Theorem 1.We sketch the proof for the distance
competitive ratio for evenk. Additional calculations are avail-
able in [19]. The total expected distance traveled is obtained
by adding the expressions in Lemmas 2, 4, 5, 8 and 10. This
expression is quite long, so we omit its formulation. Recalling
that d = rk+δ , we first replace each occurrence ofrk with
d r−δ . Then we divide byd to obtain the competitive ratio.

Next we evaluate the probabilitiesP[C], P[C] and the
expectationsE[rǫ], E[rǫ | C]P[C] andE[rǫ | C]P[C], as found
in Appendix A. We note that the values involvingC have a
dependence on the value of the input variableδ. Specifically,
we must perform two sets of calculations, depending on
whether0 < δ ≤ 1/2 or 1/2 < δ ≤ 1. For each, we will
choose theδ which maximizes the distance competitive ratio.

For 0 < δ ≤ 1/2, this expression is maximized atδ =
1/2. In turn, the choice ofr ≈ 1.195 gives the minimum
competitive ratio guarantee of17.48. Next, the expression for
1/2 < δ ≤ 1 is maximized forδ = 1. The choice ofr ≈ 1.195
also minimizes this function. This value gives a competitive
ratio guarantee of17.686. Therefore, for any input distanced,
our algorithm guarantees a competitive ratio of17.686.

The time analysis for evenk is analogous to the above
calculations. It gives a time competitive ratio of24.85. A
sketch of this analysis is given in [19]. The time and distance
analysis for oddk is also quite similar to the above calcula-
tions. The details are sketched in [19], where we show that
the odd distance competitive ratio is17.686 and the odd time
competitive ratio is23.58. ¤
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Fig. 2. The average performance of algorithmSR in 10, 000 simulations.
Here,ǫ is randomly chosen only at the beginning of the search.TOP: Average
number of rounds with respect to the change in the initial distance for various
r values.BOTTOM: Competitive ratio for the average distance traveled with
respect to the change ind for variousr values.

IV. SIMULATIONS

In this section, we investigate the performance of the
Algorithm SR in simulations. So far we assumed that the
robots start at the same time. Although this is a standard
assumption, it may be violated in practice. Therefore, we
divide the simulations into two groups with respect to the
time the robots start executing the algorithm: the synchronous
case (same starting time) and the asynchronous case (different
starting times). Sections IV-A and IV-B respectively present
the simulation results for the first and the second group.

A. Synchronous Starting Times

In this section, we show that the simulation results of the
synchronous case ofSR agree with the optimal choice ofr
and the competitive ratio we obtained in Theorem 1. Moreover,
we also show that randomizingǫ at each round is analogous
to errors proportional to distance. This yields the observation
that our algorithm is robust to navigational errors.

First we investigate the performance ofSR as a function of
r and initial distance. The plots in Figure 2 report the results
of simulations for variousr values and initial distances, each
averaged over10, 000 trials. The initial distance between the
robots is2d. We simulate our strategy for integerd values
varied between 5 and 50 step sizes and the robot has a speed
of unit step size. The value ofr is started at 1.145 and
incremented by 0.025 up to 1.295.

The top plot shows the change in average number of
rounds for theser values, as a function of initial distance. As
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CR (randomize ε only at the beginning)
CR = 17.69
adding noise to no ε alg.
CR (randomize ε at each round)

Fig. 3. The performance of our algorithmSR in simulations when each
robot generates a newǫ value for each round.TOP: Competitive ratio for
the average distance traveled with respect to the change ind for various r
values.BOTTOM: The effect of Gaussian noise on the competitive ratio of
our algorithm. The distance competitive ratio is averaged over various initial
distance values for eachr value on thex-axis.

expected, the simulation results show that the average number
of rounds increases as the initial distance increases and asthe
value of r decreases. Indeed, the average number of rounds
which is ≈ (k/2 + 1) is highest whenr = 1.145 and lowest
whenr = 1.295.

The bottom plot in Figure 2 shows the average competitive
ratio as a function of initial distance for the same set ofr val-
ues. The horizontal dotted line shows the theoretically optimal
distance competitive ratio of17.696 for the optimal value of
r = 1.195. The black solid line shows the performance of
SR in simulations forr = 1.195. In these simulations, we
observe thatr = 1.195 has superior performance for most
initial distance values.

Next, we consider a variant of theSR algorithm in which a
new value ofǫ ∈ (0, 1] is generated in each round. The effect
of this randomness can be interpreted as navigational errors,
for example due to odometry errors. The performance of this
variant shows that our algorithm is robust under such errors.
First, we simulate these errors by selectingǫ ∈ (0, 1] uniformly
random for each robot at each round. Analysis similar to that
of Theorem 1 shows that this variant has the same expected
competitive ratio. The results of our simulations, found in
Figure 3, agree with this claim. The top plot shows the average
distance competitive ratio for variousr values, plotted as a
function of initial distance. The results are comparable tothose
in Figure 2.

In the literature, the noise caused by navigational errors
is often modeled as a Gaussian whose standard deviation is
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proportional to the distance traveled [20]. In the bottom plot
in Figure 3, we executeSR in the presence of such errors.
In these simulations, we assume that the errors occur only in
the X-axis. We useµ = −1.843 andσ = 0.372 from Table 1
of [20]. Specifically, rather than takingfi = ri+ǫ, we set
fi = ri+n(µ, σ) wheren is the Gaussian noise. These values
are for a robot moving at 0.2 m/sec.

The horizontal dotted line shows theSR’s distance com-
petitive ratio of 17.696 for the optimal valuer = 1.195.
The competitive ratio for radiusr is the average of the
observed competitive ratio over all simulatedd values. In other
words, we ran10, 000 simulations for each integer distances
5 ≤ d ≤ 50, and then averaged their observed competitive
ratios. The black solid line shows the change in the competitive
ratio of SR with respect to the change inr. The red solid
line shows the change in the competitive ratio when Gaussian
noise is added toSR. The simulation results indicate that our
algorithm is robust to navigational errors. Indeed, for most of
the r values appear in thex-axis, Gaussian noise does not
effect the performance our algorithm. This means that adding
the random variableǫ in fi is nearly identical to runningSR
with noise.

B. Asynchronous Starting Times

Our main contribution in this paper is the rendezvous strat-
egy SR and its performance analysis under the assumption
that the robots that start executing their strategies simultane-
ously. This synchronized start requires a global control ofthe
robots which may not be always possible in practice. In this
section, we study the performance of the algorithmSR when
this assumption is violated. We consider simulations in which
robot-2 startst time units later than robot-1. Figure 4 shows
the average competitive ratio for distances5 ≤ d ≤ 1000 and
time delays0 ≤ t ≤ 1000. These simulation results suggest
that our algorithm is robust under synchronization errors.Very
small time delays have little impact on performance. For larger
initial distanced, the distance competitive ratio stays below
22. Furthermore, very long delays actually improve perfor-
mance. Indeed, we expect this behavior since our symmetric
rendezvous problem becomes closer to the asymmetric case,
where one robot “waits for mommy.” In other words, for very
larget (compared tod), we have a lost cow problem. We see
a clear downward trend on the competitive ratio ast increases.
Indeed, for smallerd values, the competitive ratio stabilizes at
a value just above 10.

Continuing along this line, if we anticipate major synchro-
nization errors, then our algorithm should be adapted to better
fit the scenario. The idle times ofSR are designed precisely
to keep our robot motions synchronized. If a near-synchronous
start time is not guaranteed, these idles times are ineffective.
Therefore, we considered a second set of simulations in which
we eliminate the idle times from theSR algorithm. We call
the resulting algorithmASR, for asynchronous symmetric
rendezvous.

We studied the performance ofASR in two phases. First,
we empirically determined a good choice ofr for the asyn-
chronous case. Next, we studied the performance ofASR as a
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Fig. 4. The average distance competitive performance in simulations of the
Algorithm SR for r = 1.195 with respect to the change ind and t.

function of the initial distance and time delay for this particular
value of r. Specifically, in the first phase of our simulations,
we found the average distance competitive ratios for robot-1
for variousr values with respect to changes in distanced and
time delayt. Each combination of(r, d, t) was averaged over
5, 000 trials. The simulation results (figure omitted) indicated
thatASR gives the best performance when1.35 ≤ r ≤ 1.85.

In the second phase, we chose the valuer = 1.55 for
more intensive investigation. We ran additional simulations for
combinations of(d, t) for this radius. The results are presented
in Figure 5, which shows the average competitive ratio for
distances5 ≤ d ≤ 1000 and time delays0 ≤ t ≤ 1000. These
ratios are bounded above by 22. In fact, with the exception of
the combinationd = 500, t = 250, all are less than 20.

The results suggest that the worst-case time delay is near
t = 0. Indeed, a long delay brings the robot behavior closer to
an asymmetric rendezvous search problem (as noted above in
the SR simulations). Again, we see a clear downward trend
on the competitive ratio ast increases. For smallerd values,
the competitive ratio stabilizes near 6, which is roughly equal
the competitive ratio for the SmartCow algorithm value for
expansion radiusr = 1.55.

In summary, our simulations of theSR and ASR algo-
rithms show robust performance with respect to time delays.
Comparing the simulation plots forSR andASR, we see that
the SR algorithm performs better for very small time delays
(near-synchronous start), while theASR algorithm performs
better for very long time delays.

V. EXTENSIONS

In this section, we present the two extensions of our algo-
rithm in practical scenarios. First, we consider line segments
and half lines (see Figure 6) which can be encountered in large
indoor environments. In such environments, robot movements
are restricted by the boundary points. We modify our algorithm
as follows to utilize these boundaries. If during the execution
of SR the robot hits a boundary, it moves in the opposite
direction until it meets with the other robot. Clearly, oncea
robot encounters the boundary, it knows that the other robot
lies in the opposite direction.

Next, we consider simple closed path environments, such as
the circular corridor as shown in Figure 7. In the linear case,
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Fig. 5. The average distance competitive performance in simulations of the
Algorithm ASR for r = 1.55 with respect to the change ind and t.

B

2d

x1 x2

Fig. 6. The First Extension of SR: The algorithmSR can be extended
for bounded environments such as line segments and half lines (Lemma 11).

there is only one way for robots to meet: the left robot must
move right and the right robot must move left. In a circular
environment, eventually there are two ways for the robots to
meet: as long as they are not moving in tandem, they are
getting closer from one side or the other. In the circular path
environment, we simply follow the sameSR algorithm.

It is not difficult to see that the above modifications do not
increase the competitive ration ofSR. This is summarized in
the following lemmas whose proofs are omitted.

Lemma 11:The competitive ratio of the line segment ex-
tension does not exceed the competitive ratio ofSR.

Lemma 12:The competitive ratio ofSR is an upper bound
for the circular path extension.

VI. EXPERIMENTS

In this section, we present experimental results obtained
from a real deployment of two robots. These experiments
validate the symmetric rendezvous strategy and its extensions
(line segment and circular path) and show its practicability in
real world environments.

S

L

x1 x2

Fig. 7. Second Extension ofSR: The algorithmSR can also be extended
for closed path like environments (Lemma 12).

Fig. 8. LEFT: Experiment setup for the first and second groups showing
two iRobot Create robots equipped with Asus EEE PC laptop on it placed
on a straight corridor.RIGHT: Experiment setup for the third group showing
two iRobot Create robots equipped with Asus EEE PC laptop on it placed on
a rectangular shaped corridor in an indoor environment.

A. Experimental Setup

We used iRobot Create (see Figure 8) robots as our robotic
platform for the experiments. iRobot Create has external
sensors such as wheel drop sensors, bumper sensors, cliff
sensors and Omnidirectional IR Receiver. In our experiments,
we only use bumper sensors for the robot to go to opposite
direction when it hits a boundary wall.

We conducted three groups of experiments in indoor envi-
ronments. We varied the initial distance between the robots
in each experiment group. The experiment groups are straight
line experiments (SLE), straight line experiments with bound-
ary (SLEB) and closed curve experiments (CCE). In SLE and
SLEB, two robots are placed on a straight corridor. In CCE,
two robots are placed on a rectangular shaped corridor. The
velocity of each robot was set to 0.2 m/s andr is set to1.195
meters. Robots synchronously execute theSR Algorithm,
or its appropriate variant. If they bump into each other,
the experiment ends and we conclude that the rendezvous
occurred. We ignore errors that result in robots moving slightly
off the line. In all of the experiments, the robots were able to
meet successfully. The vertical dashed lines in the experiment
figures show the starting points of a new round.

B. Experimental Results

In Figures 9, 10, 11 and 12, we present the robots’ trajecto-
ries. The experiments in Figures 9, 10 and 11 are performed
on the straight corridor and aim to show the practicability
of SR and its first extension. Thex-axis in these figures
represents the time in seconds and they-axis represents the
x-coordinate of the robots on the line in meters. In Figure 12,
we illustrate the results of the experiments performed in a
rectangular shaped corridor to show the practicability of the
second extension ofSR. In this figure, thex-axis andy-axis
represent thex-coordinate andy-coordinate of the robots while
z-axis represents the time in seconds. When the trajectories
intersect, the robots are at the same position on the line and
the rendezvous occurs.

Figure 9 represents the experiments in SLE where the
robots execute the symmetric rendezvous strategy presented



11

in Algorithm 1. The robots are initially placed at a distance
of three and seven meters. In the top plot of this figure, the
robots are placed2d = 3 meters away from each other. Solving
d = rk+δ yields k = 2 and δ = 0.2239. The rendezvous
occurred in two rounds which took 10.3 seconds. The outcome
of randomly selectedǫ values by each robot isǫ1 = 0.22
and ǫ2 = 0.33. In the first round Robot-1 tosses heads and
movesr2∗0+ǫ1 = 1.06 meters to right. Recall that to move syn-
chronously with the other robot, the robot waits long enough
to allow the robot to complete its current motion. Therefore
in this experiment, the robot waits forr2∗0+1 − 1.06 = 0.14
seconds at the end of the first phase. In the second phase, it
movesr2∗0+ǫ1 + r2∗0+1+ǫ1 = 1.06 + 1.27 = 2.33 to left and
waits for r2∗0+1 + r2∗0+1+1 − 2.33 = 0.31 seconds at the
end of the second phase. Meanwhile,R2 also tosses heads
and movesr2∗0+ǫ2 = 1.04 meters to right and then waits for
r2∗0+1−1.04 = 0.16 at the end of the first phase. In the second
phase, it movesr2∗0+ǫ1 + r2∗0+1+ǫ1 = 1.04+ 1.24 = 2.28 to
left and waits forr2∗0+1 + r2∗0+1+1 − 2.28 = 0.36 seconds
at the end of the second phase.

Figures 10 and 11 represent the experiments in SLEB and
SLEB-2b. For both SLEB and SLEB-2b, we place the robots
at an initial distance of five and seven meters. In contrast to
SLE, in SLEB we consider the case where there is a boundary
wall close to either one robot or both robots. As in SLE, the
robots execute the bounded segment variant of Algorithm 1.
To detect the boundary wall, the robot uses its bumper sensors
which are placed at the front side of the robot. Because the
sensor must always face the direction of movement, we make
the robot turn to face the direction it moves. In SLEB, there is
a boundary wall in close vicinity of either Robot-1 or Robot-
2. In the top plot of Figure 10, the initial distance between
the robots is 5 meters and the boundary wall is located two
meters away from Robot-1. In the second plot of Figure 10,
the initial distance between the robots is seven meters and
the boundary wall is located two meters away from Robot-
2. The plots in Figure 11 show the results of the experiments
when there are boundary walls in close vicinity of both Robot-
1 and Robot-2 (approximately two meters away). In the last
plot of Figure 11, Robot-2 tosses tail in the second round and
it starts moving to the left. When its displacement from its
initial location becomes two meters in the first phase, it hits
the boundary wall and starts moving to the right. It keeps
moving to the right until it hits Robot-1 at position 6.766. It
took 18.2 seconds for the robots to meet.

Figure 12 illustrates CCE. In contrast to the experiments
performed on the line, in CCE, bothx andy coordinates of the
robots change. The robots are placed in a rectangular shaped
corridor. The length of the rectangle is≈ 27.5 and its width
is ≈ 18.5 meters. Bottom plot in Figure 8 shows an example
to the setup of these experiments. In the top plot of Figure 12,
both Robot-1 and Robot-2 start five meters away from the
corner. In the bottom plot, Robot-1 starts three meters away
from the corner while Robot-2 starts seven meters away from
the corner. Each robot executes Algorithm 1, aware that when
it reaches the corner of the rectangle, it must turn into to the
other corridor and continue its movement. In both plots, the
robots met inside one of the corridors.
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Fig. 9. Straight line experiments. Experiments are performed on a straight
corridor. The robots execute Algorithm 1. Rendezvous occurs when the
trajectories of the robots intersect. The initial distancebetween the robots
in the top plot is three meters and seven meters in the bottom plot of this
figure.
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on a straight corridor.SLEB: There is a boundary wall close to either Robot-1
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Fig. 11. Straight line experiments with boundary. Experiments are performed
on a straight corridor.SLEB-2b: There is a boundary wall close to both
Robot-1 and Robot-2.
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Fig. 12. Closed curve experiments. Experiments are performed on a
rectangular shaped corridor.TOP: Both Robot-1 and Robot-2 is five meters
away from the corner.BOTTOM: Robot-1 is three meters away from the
corner while Robot-2 is seven meters away from the corner.

VII. C ONCLUSION

In our study of the symmetric rendezvous problem on the
line, we generalized the Spiral LostCow algorithm for two
symmetric robots. We identified the theoretically optimal value
r = 1.195. With this expansion radius, our symmetric strategy
has a competitive ratio of17.686 for total distance traveled and
a competitive ratio of24.843 for total time. We showed that
our algorithm can be adapted for bounded linear environments
and simple closed environments with the same performance
guarantees. In simulations, we comparedSR’s performance
with various r values and various initial distances. We also
showed that the algorithm is robust to navigational errors.Our
results were consistent with the theoretical analysis. Finally,
we report the results from an experiment in which two robots
try to meet in a corridor.

In future work, we will study symmetric rendezvous on the
line for three or more robots. A further extension is to consider
the symmetric rendezvous problem in the plane, both with and
without obstacles. Our recent work [21] reports progress inthis
direction.
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APPENDIX

In this appendix, we perform some basic calculations re-
quired for the analysis in Section III-C. We continue to use
the terminology found in that section.

A. Relevant Expectations and Probabilities

Using the substitutionǫ = logr u, we have

E[rǫ] =

∫ 1

0

rǫdǫ =

∫ r

1

rlogr u du

u log r

=

∫ r

1

du

log r
=

r − 1

log r
. (8)

Recall thatC is the event thatǫ2 ≥ 2δ − ǫ1. We calculate
P[C], P[C], E[rǫ | C]P[C] andE[rǫ | C]P[C]. For simplicity,
we renameǫ1, ǫ2 asx, y, so that eventC becomesy ≥ 2δ−x
wherex, y ∈ [0, 1].

Finding these values requires integrating in the unit square.
Crucially, we note that the limits of integration depend upon
δ. Namely, we consider the two cases0 < δ ≤ 1/2 and1/2 <
δ ≤ 1 separately since they require distinct calculations.

1) Case0 < δ ≤ 1/2: In this case,

P
[

C
]

=

∫ 2δ

0

∫ 2δ−x

0

∂y∂x = 2δ2

and therefore
P [C] = 1− 2δ2.

We also have

E
[

rǫ1 |C
]

P[C] =

∫ 2δ

0

∫ 2δ−x

0

rx∂y∂x

=
r2δ − 2δ log(r)− 1

log2(r)
(9)

and we can evaluate

E [rǫ1 |C]P[C] = E[rǫ]− E
[

rǫ1 |C
]

P[C].

using equations (8) and (9).
2) Case1/2 < δ ≤ 1: In this case,

P
[

C | F
]

=

∫ 1

2δ−1

∫ 1

2δ−x

∂y∂x = 2(1− δ)2

and therefore
P
[

C
]

= 1− 2(1− δ)2.

We also have

E [rǫ1 |C]P [C] =

∫ 1

2δ−1

∫ 1

2δ−x

rx∂y∂x

=
2(1− δ)r2 log(r)− r2 + r2δ

r log2(r)
(10)

and we can evaluate

E
[

rǫ1 |C
]

P[C] = E[rǫ1 ]− E [rǫ1 |C]P[C]

using equations (8) and (10).


