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Last time

• Heavy ball method

Today

• Continuum heavy ball method

• Nesterov’s accelerated gradient descent



Heavy ball method

One of the oldest momentum based methods is the heavy ball method of Polyak.
The heavy ball method iterates

(1) xk+1 = xk � ↵rf(xk) + �(xk � xk�1),

where ↵ is the time step and � 2 [0, 1] is the momentum parameter, where x1 = x0.

• The idea is that the descent direction has memory, or momentum. This aver-
ages out the bouncing effect in gradient descent, and accelerates convergence
when the descent directions align over many iterations (near the minimizer).

• As we will see, the descent equations share similarities with the equations of
motion for a ball rolling down the energy landscape, so it is also called the
heavy ball method.



Continuum perspective: Heavy ball method

Recall the heavy ball method is a discretization of the ODE

(2) x00(t) + ax0(t) = �rf(x(t)),

where a = 1��p
↵

.

Theorem 1. Suppose x(t) solves (2) with x(0) = x0 2 Rn, x0(0) = 0, and assume
f is L-Lipschitz and µ-strongly convex. Let x⇤ 2 Rn denote the unique minimizer
of f . Then we have

(3) kx(t) � x⇤k2  1
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Nesterov’s Accelerated Gradient Descent

Set �0 = 0 and define �k by

(4) �k =
1 +

q
1 + 4�2

k�1

2
.

Nesterov’s accelerated gradient descent method then corresponds to the iteration
scheme

(5)

8
<

:

yk+1 = xk � ↵rf(xk)

xk+1 = yk+1 +
�k � 1

�k+1
(yk+1 � yk),

Theorem 2. Assume f is convex and rf is L-Lipschitz. If ↵  1
L then Nesterov’s

accelerated gradient descent satisfies

(6) f(yt) � f(x⇤)  2kx1 � x⇤k2

↵(t � 1)2
.
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Proposition about �k

Proposition 3. For all k � 1 we have

(7)
k

2
 �k  k

2
+

1

4
(3 + log(k)).
























