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Last time
• The Wavelet Transform (1D and 2D Haar Wavelets)

Today
• Wavelets-based image classification

• General discrete wavelet transformations



Recall Haar Wavelet

(a) 1 Level (b) 2 Levels (c) 9 Levels

Figure 1: The Haar Wavelet Transformation of levels 1, 2, and 9 on the cameraman
image. The approximation image is placed in the upper left coner, the horizontal
detail in the lower left, the vertical detail in the upper right, and the diagonal detail
in the lower right.



Wavelets on MNIST

(a) Zero (b) One

Figure 2: One level Haar Wavelet Transform of MNIST digits.



Pooling detail features





Wavelet Features of MNIST Digits

(a) Horizontal vs Vertical (b) Decision boundary



Wavelet-based MNIST classification (.ipynb)

https://colab.research.google.com/drive/103d4aXBj5yTUbmR3B6OxCSJlZ-Ptv7-f?usp=sharing


Connections to Convolutional Neural Networks









General Wavelets
Recall that the 1D Haar Wavelet Transformation on a signal of length n = 8 is
represented by the matrix W defined by

(1) W =
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0 0 0 0 �1 �1 1 1
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0 0 0 0 0 0 �1 1
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.

The rows of the matrix W are the basis vectors for the Haar Wavelet Transformation.



The Haar Mother Wavelet
It turns out vectors can be written as rescaled and shifted versions of a mother
wavelet  given by

(2)  (t) =

8
>>><

>>>:

0, if t < 0,

�1, if 0  t < 1,

1, if 1 < t < 2,

0, if t � 2.

Consider the rescaled wavelets  j,k 2 L2(Z8) given by

(3)  j,k(`) =  
�
2�j`� k

�
.

Exercise 1. Show The last 4 rows of W are exactly  0,0, 0,1,  0,2 and  0,3, the
third and forth rows of W are  1,0 and  1,1, and the second row of W is  2,0. 4



Approximation coefficient
The first row—the approximation coefficient—is obtained by another function called
the scaling function, which in this case is

(4) '(t) =

8
><

>:

0, if t < 0,

1, if 0  t < 2,

0, if t � 2.

The first row of W is the rescaled scaling function '3,0(`) = '(2�3`). We note that
the mother wavelet  and the rescaling function ' are precisely the filters used to
obtain the approximation and detail coefficients in the recursive definition of the
Haar Wavelet Transformation given in previous lectures.



General definitions
Definition 2. For a general signal of length n that is a power of 2, the Haar Wavelet
basis is given by the collection of functions  j,k with j = 0, 1, 2, . . . , log2(n)� 1 and
k = 0, 1, 2, . . . , 2log2(n)�1�j � 1, and the coarsest scale approximation coefficient
'log2(n),0.

The Haar basis is an orthogonal basis.

Lemma 3. For any (j1, k1) and (j2, k2), not identically equal, we have
X

`2Z
 j1,k1(`) j2,k2(`) = 0.

Exercise 4. Proof Lemma 3. 4

It is also commont to choose a different normalization of the wavelets, given by

 j,k = 2�
j+1
2  (2�j`� k).

This ensures that k j,kk = 1 for all j, k, so the Haar Wavelet basis is an orthonormal
basis.



Other wavelets
This general, and non-recursive, definition of the Haar Wavelet makes it possible to
construct other types of wavelets by choosing other mother wavelets  . One common
choice is the Ricker Wavelet

(5)  (t) =
2p

3�⇡1/4
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