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LALR(1) parsing has earned an undeservedly bad reputation for being brittle and difficult to use, many
citing difficulties in massaging a grammar to conform to the restrictions of the LALR(1) class and arcane
error messages from parser generators when the grammar is not in this class. We have found, however,
that many of the stated reasons for using other parsing technologies are, in fact, not inherently problems
with deterministic LR(1) or LALR(1) parsing, but with the particular tools and ways of using these kind of
parsers.

The most-used LALR parser generators continue to disavow anything to do with scanning – an old design
choice that no longer seems to be the right one. Copper, Schwerdfeger’s LALR(1) parser and context-aware
scanner generator [5], does not yet solve all of the old problems, but by integrating the generated parser and
scanner a significant amount of brittleness associated with developing LALR(1) grammars can be alleviated.
This occurs when a context-aware scanner can distinguish between different terminals that have the same or
overlapping regular expressions based on the context of the parse. In Copper, this context is the LR parse
state and the scanner is designed to only return a token for terminals symbols whose entry in the current
state of the parse table are shift, reduce, or accepts — that is, it only will only return a valid token to the
parser (or no token in the case of a lexical error in the program).

As an example of the merits of this approach, consider parsing AspectJ, an aspect-oriented extension to
Java which introduces new keywords and aspect patterns that pose many challenges to traditional scanning
and parsing techniques [1]. The Oxford AspectBench compiler uses a hand-coded moded scanner to deal
with these challenges [2]. Bravenboer et al. [1] use scannerless generalized LR parsing to provide the first
declarative specification of both the lexical and context-free syntax of the language. By using the context-
aware scanner in Copper we also have a fully declarative specification the language but with a deterministic
parser and scanner, and we can thus avoid any questions of ambiguity lurking in the grammar [3].

Furthermore, context-aware scanner makes feasible a modular determinism analysis [4] that guarantees
that the composition of a host language grammar and any set of language extension grammars — which
independently pass this modular analysis — will be LALR(1). A goal that is something too often said to be
only possible with generalized parsing techniques.

While much of the community is heading in the direction of generalized parsing techniques we feel that
there may still be a few worthwhile tricks in the old deterministic approaches.
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