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Abstract. The equivariant method of moving frames provides a systematic, algorith-
mic procedure for determining and analyzing the structure of algebras of differential in-
variants for both finite-dimensional Lie groups and infinite-dimensional Lie pseudo-groups.
This paper surveys recent developments, including a few surprises and several open ques-
tions.

1. Introduction.

Differential invariants are the fundamental building blocks for constructing invariant
differential equations and invariant variational problems, as well as determining their ex-
plicit solutions and conservation laws. The equivalence, symmetry and rigidity properties
of submanifolds are all governed by their differential invariants. Additional applications
abound in differential geometry and relativity, classical invariant theory, computer vision,
integrable systems, geometric flows, calculus of variations, geometric numerical integration,
and a host of other fields of both pure and applied mathematics.
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Therefore, the underlying structure of the algebras‡ of differential invariants for a
broad range of transformation groups becomes a topic of great importance. Until recently,
though, beyond the relatively easy case of curves, i.e., functions of a single independent
variable, and a few explicit calculations for individual higher dimensional examples, sur-
prisingly little was known concerning either the structure theory or general computational
algorithms. In my second book, [33], I surveyed the state of the art in the mid 1990’s, and
suggested adapting tools from commutative algebra in this endeavor. While I was not an-
ticipating significant progress in the near term, it happened that a few years later, with the
vital assistance of Mark Fels, who was visiting Minnesota as a Canadian NSERC postdoc,
a new, equivariant reformulation of the Cartan method of moving frames was proposed in
[9]. This theory had the great advantage that, while the key ideas are remarkably elemen-
tary, they quickly lead to powerful algorithms for constructing and classifying invariant
quantities associated with Lie group actions, including differential invariants, invariant
differential operators, invariant differential forms, joint and joint differential invariants,
invariant tensors, invariant differential equations, invariant variational problems, invari-
ant numerical algorithms, and so on. Moreover, the resulting “recurrence relations” serve
to completely prescribe the underlying structure of the algebra of differential invariants,
and, more generally, invariant differential forms. Even more amazingly, this differential
algebraic structure can be determined ab initio, requiring only the formulas for the in-
finitesimal generators of the group action along with some linear differential algebra, and
without and need for the explicit formulas for the differential invariants, the moving frame,
or even the group transformations! The recent book by Mansfield, [27], provides a very
readable account of the basic ideas. Subsequently, in collaboration with Juha Pohjan-
pelto, [44, 45], the equivariant moving frame construction was successfully extended to
encompass infinite-dimensional pseudo-groups. The methods remain completely algorith-
mic, but are necessarily more intricate owing to the lack of a general abstract object that
can adequately represent a Lie pseudo-group.

In this paper, I will concentrate on the applications of moving frames to the study of
differential invariant algebras, for both finite-dimensional and infinite-dimensional group
actions, and review some recent, surprising developments. Open problems and future
research directions are indicated along the way. Additional applications and developments
in the theory can be found in the cited references; see, in particular, [41], for a recent
survey of the finite-dimensional case.

2. Moving Frames and Differential Invariants.

Let G denote either a finite-dimensional Lie group or, more generally, an infinite-
dimensional Lie pseudo-group that acts (locally) on an m-dimensional manifold M . Here,
all manifolds, functions, groups, etc., are assumed to be smooth, i.e., C∞. We are interested
in the induced action of G on p-dimensional submanifolds N ⊂ M . For each integer
0 ≤ n ≤ ∞, let Jn = Jn(M, p) denote the nth order submanifold jet bundle, defined as the
set of equivalence classes under the equivalence relation of nth order contact at a single

‡ Here, we use the term “algebra” loosely — see below for details.
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point; see [32; Chapter 3] for details. For k ≥ n, we use πk
n: J

k → Jn to denote the natural
projection. Since G preserves the contact equivalence relation, it induces an action on
Jn, known as its nth order prolongation. The formulas for the prolonged group action are
readily found by implicit differentiation.

A real-valued function† I: Jn → R is known as a differential invariant if it is unaffected
by the prolonged group transformations, so I(g(n) · z(n)) = I(z(n)) for all z(n) ∈ Jn and all
g ∈ G such that both z(n) and g(n) · z(n) lie in the domain of I. Clearly, any functional
combination of differential invariants is a differential invariant (on the common domain of
definition) and thus we speak, somewhat loosely, of the algebra of differential invariants

associated with the action of the transformation group on submanifolds of a specified
dimension. Since differential invariants are often only locally defined‡, we should introduce
the category of sheaves of differential invariants , [21]. However, for our local results,
this extra level of abstraction is unnecessary, and so we will leave their sheaf-theoretic
reformulation as a simple translational exercise for the experts.

Any finite-dimensional group action admits an infinite number of functionally inde-
pendent differential invariants of progressively higher and higher order. On the other hand,
infinite-dimensional pseudo-groups may or may not admit nontrivial differential invariants.
For example, both the pseudo-group of all local diffeomorphisms, or that of all local sym-
plectomorphisms, [29], act transitively on a dense open subset of the jet space, and hence
admit no non-constant local invariants. (Global invariants, such as Gromov’s symplectic
capacity, [11], are not, at least as far as I know, amenable to moving frame techniques.)

The Fundamental Basis Theorem states that the entire algebra of differential invari-
ants can be generated from a finite number of low order invariants by repeated invariant
differentiation. In differential invariant theory, it assumes the role played by the alge-
braic Hilbert Basis Theorem for polynomial ideals, [8]. The technical “eventually free”
requirement on pseudo-groups will be explained later — see Definition 6.6 and the ensuing
remarks. Extending the Basis Theorem to non-free pseudo-group actions is a significant
open problem.

Theorem 2.1. Let G be a finite-dimensional Lie group or, more generally, a Lie

pseudo-group acting eventually freely on jets of p-dimensional submanifolds N ⊂M . Then,

locally, there exist a finite collection of generating differential invariants I = {I1, . . . , Iℓ},
along with exactly p invariant differential operators D1, . . . ,Dp, such that every differential

invariant can be locally expressed as a function of the generating invariants and their

invariant derivatives DJIσ = Dj1
Dj2

· · ·Djk
Iσ, for σ = 1, . . . , l, 1 ≤ jν ≤ p, k = #J ≥ 0.

The Basis Theorem was first formulated by Lie, [23; p. 760], for finite-dimensional
group actions. Modern proofs of Lie’s result can be found in [33, 47]. The theorem
was extended to infinite-dimensional pseudo-groups by Tresse, [51]. A rigorous version,

† Throughout, functions, maps, etc., may only be defined on an open subset of their indicated
source space: dom I ⊂ Jn.

‡ On the other hand, in practical examples, differential invariants turn out to be algebraic
functions defined on Zariski open subsets of jet space, and so reformulating the theory in a more
algebro-geometric framework would be a worthwhile endeavor; see, for instance, [15].
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based on the machinery of Spencer cohomology, was established by Kumpera, [21]. A
recent generalization to pseudo-group actions on differential equations (submanifolds of
jet space) can be found in [20], while [30] introduces an approach based on Weil algebras.
A constructive proof of the pseudo-group version, based on the moving frame machinery,
first appeared in [45].

The invariant differential operators map differential invariants to differential invari-
ants. They do not necessarily commute, and so the order of differentiation is important.
However, each commutator can be re-expressed as a linear combination thereof,

[Dj,Dk ] = Dj Dk −Dk Dj =

p∑

i=1

Y i
jkDi, (2.1)

where the coefficients Y i
jk = −Y i

kj are themselves differential invariants, known as the
commutator invariants .

Furthermore, the differentiated invariants DJIσ are not necessarily functionally inde-
pendent, but may be subject to certain functional relations or differential syzygies of the
form

H( . . . DJIσ . . . ) ≡ 0. (2.2)

The Syzygy Theorem, first stated (not quite correctly) in [9] for finite-dimensional actions,
and then rigorously formulated and proved in [45], states that there are a finite number of
generating differential syzygies. Again, this is by way of analogy with the Hilbert Syzygy
Theorem for polynomial ideals, [8]. See Theorem 6.12 for a precise statement of the
differential invariant version.

A very familiar, elementary example is the (special) Euclidean group G = SE(3) =
SO(3) ⋉ R

3, consisting of all orientation-preserving isometries of M = R
3. When G acts

on space curves — one-dimensional submanifolds — the differential invariant algebra is
generated by the curvature κ, torsion τ , and their successive derivatives with respect to
arc length. Similarly, the differential invariants for the action of SE(3) on surfaces S ⊂ R

3

consist of the Gauss and mean curvatures and their derivatives with respect to the two
non-commuting invariant differential operators provided by the diagonalizing Frenet frame
on the surface. In this case, there is a single fundamental differential syzygy among the
curvature invariants: the Gauss–Codazzi formula. See Guggenheimer’s book, [12], for the
classical moving frame treatment of these (and many other) examples. The equivariant
approach, which is more straightforward to formulate and to implement, as well as being
completely algorithmic, will be presented below.

3. Equivariant Moving Frames.

Inspired by Cartan’s remarkable development and application, [6, 12], of a method
that dates back to 1800, cf. [1], the equivariant approach to the method of moving frames
was first fully formulated in [9], and then extended to infinite-dimensional pseudo-groups
in [44]. In this section, we restrict our attention to the simpler finite-dimensional Lie
group version, and so, until we get to Section 6, G will denote an r-dimensional Lie group
acting smoothly on an m-dimensional manifold M .
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Definition 3.1. A moving frame is a G-equivariant map ρ :M → G.

There are two principal types of equivariance:

ρ(g · z) =

{
g · ρ(z), left moving frame,

ρ(z) · g−1, right moving frame.
(3.1)

In classical geometries, one can always reinterpret the usual frame-based moving frame,
cf. [12], as a left-equivariant map. On the other hand, right equivariant moving frames
are often easier to compute, and will be the primary focus here. Bear in mind that if ρ(z)
is a right-equivariant moving frame, then ρ̂(z) = ρ(z)−1 is a left-equivariant counterpart.

It is not difficult to establish the basic requirements for the existence of an equivariant
moving frame, [9].

Theorem 3.2. A moving frame exists in a neighborhood of a point z ∈ M if and

only if G acts freely and regularly near z.

Recall that G acts freely if the isotropy subgroup Gz = { g ∈ G | g · z = z } of each
point z ∈ M is trivial: Gz = {e}. This implies local freeness , meaning that the isotropy
subgroups Gz are all discrete, or, equivalently, that the orbits all have the same dimension,
r, as G itself. In practice, local freeness will suffice to establish a locally equivariant moving
frame. Regularity requires that, in addition, the orbits form a regular foliation; it is a global
condition that plays no role in practical applications.

The explicit construction of a moving frame relies on the choice of a (local) cross-

section to the group orbits, meaning an (m − r)-dimensional submanifold K ⊂ M that
intersects each orbit transversally and at most once.

Theorem 3.3. Let G act freely and regularly on M , and let K ⊂ M be a cross-

section. Given z ∈ M , let g = ρ(z) be the unique group element that maps z to the

cross-section: g · z = ρ(z) · z ∈ K. Then ρ :M → G is a right moving frame.

Given local coordinates z = (z1, . . . , zm) on M , suppose the cross-section K is defined
by the r equations

Z1(z) = c1, . . . Zr(z) = cr, (3.2)

where Z1, . . . , Zr are scalar-valued functions, while c1, . . . , cr are suitably chosen constants.
In many applications, the Zσ are merely a subset of the coordinate functions z1, . . . , zm,
in which case they are said to define a coordinate cross-section. In general, the associated
right moving frame g = ρ(z) is obtained by solving the normalization equations

Z1(g · z) = c1, . . . Zr(g · z) = cr, (3.3)

for the group parameters g = (g1, . . . , gr) in terms of the coordinates z = (z1, . . . , zm).
Transversality combined with the Implicit Function Theorem implies the existence of a
local solution to these algebraic equations. In most applications, the art of the method is
to select a cross-section that simplifies the calculations as much as possible.

Once a moving frame is specified through the choice of a cross-section, it induces a
canonical invariantization process that maps functions to invariants. Invariantization (and
its consequences) provides the preeminent advantage of the equivariant approach over other
moving frame theories.

5



Definition 3.4. The invariantization of a function F :M → R is the the unique
invariant function I = ι(F ) that agrees with F on the cross-section: I | K = F | K.

In practice, the invariantization of a function F (z) is obtained by first transforming it
according to the group, F (g·z), and then replacing all the group parameters by their moving
frame formulae g = ρ(z), so that ι[F (z) ] = F (ρ(z) · z). In particular, invariantization of
the coordinate functions yields the fundamental invariants : Ij(z) = ι(zj), j = 1, . . . , m.
Once these have been computed, the invariantization of a general function F (z) is simply
given by

ι
[
F (z1, . . . , zm)

]
= F (I1(z), . . . , Im(z)). (3.4)

In particular, the functions defining the cross-section (3.2) have constant invariantization,
ι(Zσ(z)) = cσ, and are known as the phantom invariants , leaving precisely m−r function-
ally independent basic invariants . Moreover, if J(z1, . . . , zm) is any invariant, then clearly
ι(J) = J , which implies the elegant and powerful Replacement Rule

J(z1, . . . , zm) = J(I1(z), . . . , Im(z)), (3.5)

that can be used to immediately rewrite J in terms of the basic invariants.

Of course, most interesting group actions are not free, and therefore do not admit
moving frames in the sense of Definition 3.1. There are two classical methods that (usually)
convert a non-free action into a free action. The first is to look at the Cartesian product
action of G on several copies of M , leading to joint invariants, [36]. The second is to
prolong the group action to jet space, which is the natural setting for the traditional
moving frame theory, and leads to differential invariants, [9]. Combining the two methods
of jet prolongation and Cartesian product results in joint differential invariants, [36]. In
applications of symmetry methods to numerical analysis, one requires an amalgamation of
all these actions into a common framework, called multispace, [37]. In this paper we will
only treat the jet space mode of prolongation, and refer the interested reader to [41] for a
recent survey of other developments.

We can assume, without loss of generality, that G acts effectively on open subsets of
M , meaning that the only group element that fixes every point in any open U ⊂M is the
identity element. This implies, [35], that the prolonged action is locally free on a dense
open subset V n ⊂ Jn for n sufficiently large. In fact, in all known examples, the prolonged
action is, in fact, free on an open subset of Jn for n ≫ 0, although there is, frustratingly,
no general proof or counterexample known as yet. The points z(n) ∈ V n are called regular

jets .

As above, the normalization construction based on a choice of local cross-section
Kn ⊂ V n to the prolonged group orbits can be used to produce an nth order equivariant

moving frame ρ : Jn → G in a neighborhood of any regular jet. The cross-section Kn is
prescribed by a collection of r = dimG independent nth order differential functions

Z1(z
(n)) = c1, . . . Zr(z

(n)) = cr. (3.6)

As before, the associated right moving frame g = ρ(z(n)) is obtained by solving the nor-

malization equations

Z1(g
(n) · z(n)) = c1, . . . Zr(g

(n) · z(n)) = cr, (3.7)
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for the group parameters g = (g1, . . . , gr) in terms of the jet coordinates z(n). Once
the moving frame is established, the induced invariantization process will map general
differential functions F (z(k)) to differential invariants I = ι(F ), which are obtained by
substituting the moving frame formulas for the group parameters in their transformed
version: I(z(k)) = F (g(k) · z(k))|g=ρ(z(n)).

For calculations, we introduce local coordinates z = (x, u) onM , considering the first p
components x = (x1, . . . , xp) as independent variables, and the latter q = m−p components
u = (u1, . . . , uq) as dependent variables. These induce local coordinates z(n) = (x, u(n))
on Jn with components uαJ representing the partial derivatives of the dependent variables
with respect to the independent variables, [32, 33]. Submanifolds whose jets can be co-
ordinatized by (x, u(n)) are those that are transverse to the vertical fibers {x = const.},
or, equivalently, those that can be locally identified as the graph of a function u = f(x).
The fundamental differential invariants are obtained by invariantization of the coordinate
functions.

Hi = ι(xi), IαJ = ι(uαJ ), α = 1, . . . , q, #J ≥ 0, (3.8)

and we abbreviate (H, I(k)) = ι(x, u(k)) for those obtained from the jet coordinates of order
≤ k. Keep in mind that the invariant IαJ has order ≤ max{#J, n}, where n is the order
of the moving frame. The fundamental differential invariants (3.8) naturally split into two
classes: The r = dimG combinations defining the cross-section will be constant, and are
known as the phantom differential invariants . The remainder, called the basic differential

invariants , form a complete system of functionally independent differential invariants.

According to (3.4), the invariantization process can be simply implemented by replac-
ing each jet coordinate by the corresponding normalized differential invariant (3.8):

ι
[
F (x, u(k))

]
= F (H, I(k)). (3.9)

In particular, the Replacement Rule, cf. (3.5), allows one to straightforwardly rewrite any
differential invariant in terms the basic invariants:

J(x, u(k)) = J(H, I(k)) whenever J is a differential invariant. (3.10)

The specification of independent and dependent variables on M splits the differential
one-forms on the submanifold jet space† J∞ into horizontal forms , spanned by dx1, . . . , dxp,
and contact forms , spanned by the basic contact forms

θαJ = duαJ −

p∑

i=1

uαJ,i dx
i, α = 1, . . . , q, 0 ≤ #J. (3.11)

In general, a differential form θ is called a contact form if and only if it is annihilated
by all jets, so θ | j∞S = 0 for all p-dimensional submanifolds S ⊂ M . We let πH and
πV be the projections onto horizontal and contact components, respectively. Further, the
differential on J∞ splits into horizontal and vertical components: d = dH + dV . Closure,
d ◦d = 0, implies that dH ◦ dH = 0 = dV ◦ dV , while dH ◦ dV = − dV ◦ dH . The

† The splitting only works at infinite order.
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resulting structure is known as the variational bicomplex , [4, 18], and lies at the heart
of the geometric approach to differential equations, variational problems, symmetries and
conservation laws, characteristic classes, etc.

The invariantization process induced by a moving frame can also be applied to dif-
ferential forms on jet space. Thus, given a differential form ω, its invariantization ι(ω)
is the unique invariant differential form that agrees with ω on the cross-section. As with
differential functions, the invariantized form is found by first transforming (pulling back)
the form by the prolonged group action, and then replacing the group parameters by their
moving frame formulae:

ι(ω) = (g(k))∗
(
ω
)
|g=ρ(z(n)). (3.12)

An invariantized contact form remains a contact form, while an invariantized horizontal
form is, in general, a combination of horizontal and contact forms. The complete collection
of invariantized differential forms serves to define the invariant variational bicomplex ,
studied in detail in [18].

For the purposes of analyzing the differential invariants, we can ignore the contact
forms. (Although they are important if one is interested in invariant variational prob-
lems, [18], or submanifold flows, [39].) The horizontal components of the invariantized
horizontal forms

ωi = πH(̟i) = πH [ ι(dxi) ], i = 1, . . . , p. (3.13)

form, in the language of [33], a contact-invariant coframe. The corresponding dual invari-
ant differential operators D1, . . . ,Dp are defined by

dH F =

p∑

i=1

(DiF ) dx
i =

p∑

i=1

(DiF )ω
i, (3.14)

for any differential function F (x, u(k)). Here D1, . . . , Dp are the usual total derivative
operators, [32].

Example 3.5. The paradigmatic example is the action of the Euclidean group
SE(2) = SO(2) ⋉ R

2 on plane curves C ⊂ M = R
2. A group transformation maps

the point z = (x, u) to the point w = (y, v) = g · z, given by

y = x cosφ− u sinφ+ a, v = x sinφ+ u cosφ+ b, (3.15)

where g = (φ, a, b) are the group parameters. The prolonged group transformations are
obtained via implicit differentiation:

vy =
sinφ+ ux cosφ

cosφ− ux sinφ
, vyy =

uxx
(cosφ− ux sinφ)

3
, and so on. (3.16)

Observe that the prolonged action is locally free on the first order jet space J1, and free
on the open subset {uxx 6= 0} ⊂ J2.

The classical (locally equivariant) moving frame is based on the cross-section

K1 = {x = u = ux = 0} ⊂ J1. (3.17)
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Solving the corresponding normalization equations y = v = vy = 0 for the group parame-
ters produces the right moving frame

φ = − tan−1 ux , a = −
x+ uux√
1 + u2x

, b =
xux − u√
1 + u2x

. (3.18)

Invariantization of the jet coordinate functions is accomplished by substituting the moving
frame formulae (3.18) into the prolonged group transformations (3.16), producing the
fundamental differential invariants:

H = ι(x) = 0, I0 = ι(u) = 0, I1 = ι(ux) = 0,

I2 = ι(uxx) =
uxx

(1 + u2x)
3/2

, I3 = ι(uxxx) =
(1 + u2x)uxxx − 3uxu

2
xx

(1 + u2x)
3

,
(3.19)

and so on. The first three, corresponding to functions defining the the cross-section (3.17),
are the phantom invariants . The lowest order basic differential invariant is the Euclidean
curvature: I2 = κ. The higher order differential invariants will be identified below.

Similarly, to invariantize the horizontal form dx, we first apply a group transformation

dy = cosφ dx− sinφ du = (cosφ− ux sinφ) dx− (sinφ) θ,

where θ = du− ux dx is the order zero basis contact form. Substituting the moving frame
formulae (3.18) produces the invariant one-form

̟ = ι(dx) =
√

1 + u2x dx+
ux√
1 + u2x

θ. (3.20)

Its horizontal component

ω = πH(̟) =
√

1 + u2x dx (3.21)

is the usual arc length element, and is invariant modulo contact forms. Thus, the dual
invariant differential operator is the arc length derivative

D =
1√

1 + u2x
Dx. (3.22)

4. Recurrence.

In general, invariantization and differentiation do not commute. By a recurrence re-

lation, we mean a formula that expresses a differentiated invariant in terms of the basic
differential invariants. The recurrence relations are the master key that unlocks the entire
structure of the algebra of differential invariants, including the specification of generators
and the classification of syzygies. Remarkably, they can be explicitly determined without
knowing the actual formulas for either the differential invariants, or the invariant differ-
ential operators, or even the moving frame! Indeed, they follow directly, using only linear
algebra, from the formulas for the prolonged infinitesimal generators for the group action,
combined with the specification of the cross-section normalizations.
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Let v1, . . . ,vr be a basis for the infinitesimal generators of our r-dimensional trans-
formation group, which we identify with a basis of its Lie algebra g. We prolong each
infinitesimal generator to Jn, resulting in the vector fields

v(n)
κ =

p∑

i=1

ξiκ(x, u)
∂

∂xi
+

q∑

α=1

n∑

k=#J=0

ϕα
J,κ(x, u

(k))
∂

∂uαJ
, κ = 1, . . . , r. (4.1)

The coefficients ϕα
J,κ = v(n)

κ (uαJ ) are provided by the well-known prolongation formula,
[32, 33], first written in the following explicit non-recursive form in [31]:

ϕα
J,κ = DJ

(
ϕα
κ −

p∑

i=1

ξi uαi

)
+

p∑

i=1

ξiκu
α
J,i, (4.2)

in which DJ = Dj1
· · · Djk

indicate iterated total derivative operators, and uαi = ∂uα/∂xi.

Given a moving frame on jet space, the universal recurrence relation for differential
invariants takes the following form.

Theorem 4.1. Let F (x, u(n)) be a differential function and ι(F ) its moving frame

invariantization. Then

Di

[
ι(F )

]
= ι
[
Di(F )

]
+

p∑

k=1

Rκ
i ι
[
v(n)
κ (F )

]
, (4.3)

where

R = {Rκ
i | i = 1, . . . , p, κ = 1, . . . , r } (4.4)

are known as the Maurer–Cartan differential invariants.

The Maurer–Cartan invariants can, in fact, be characterized as the coefficients of the
horizontal components of the pull-backs of the Maurer–Cartan forms via the moving frame,
[9]. Explicitly, suppose µ1, . . . , µr ∈ g

∗ are the basis for the right-invariant Maurer–Cartan
forms that is dual to the Lie algebra basis v1, . . . ,vr ∈ g. Then the horizontal components
of their pull-backs νκ = ρ∗µκ to Jn via the moving frame ρ : Jn → G can be expressed as
a linear combination of the contact-invariant coframe ω1, . . . , ωp,

γκ = πH(νκ) =

p∑

i=1

Rκ
i ω

i, κ = 1, . . . , r, (4.5)

whose coefficients Rκ
i are the Maurer–Cartan invariants. In the particular case of curves,

if G ⊂ GL(N) is a matrix Lie group, then the Maurer–Cartan invariants appear as the
entries of the classical Frenet–Serret matrix Dρ(x, u(n)) · ρ(x, u(n))−1, [12, 14, 28].

In practice, the Maurer–Cartan invariants can be directly determined from the recur-
rence formulae for the phantom differential invariants, as prescribed by the cross-section
(3.6), bypassing their theoretical characterization in terms of the Maurer–Cartan forms.
Namely, since ι(Zσ) = cσ is constant, for each i = 1, . . . , p, the phantom recurrence rela-
tions

0 = ι
[
Di(Zσ)

]
+

p∑

k=1

Rκ
i ι
[
v(n)
κ (Zσ)

]
, σ = 1, . . . , r, (4.6)
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form a system of r linear equations that, owing to the transversality of the cross-section,
can be uniquely solved for the r Maurer–Cartan invariants R1

i , . . . , R
r
i . Substituting the

resulting expressions back into the non-phantom recurrence relations leads to a complete
system of identities satisfied by the basic differential invariants, [9, 38].

It is worth pointing out that, since the prolonged vector field coefficients (4.2) are

polynomials in the jet coordinates uβK of order #K ≥ 1, their invariantizations are polyno-

mial functions of the fundamental differential invariants IβK for #K ≥ 1. As a result, the
differential invariant algebra is, typically, rational , and are thus amenable to analysis by
adaptations of techniques from computational algebra, [8]. The precise requirements are
either that the group acts transitively on M , or, if intransitive, that, in some coordinate
system, its infinitesimal generators v1, . . . ,vr depend rationally on the coordinates z onM .
For such transitive or infinitesimally rational group actions , if the cross-section functions
Z1, . . . , Zr depend rationally on the jet coordinates — we will refer to these as rational

cross-sections — then the Maurer–Cartan invariants are rational functions of the basic in-
variants (H, I(n+1)), where n is the order of the moving frame. Moreover, all the resulting
recurrence formulae depend rationally on the basic differential invariants, justifying the
claim.

Example 4.2. The prolonged infinitesimal generators of the planar Euclidean group
action on curve jets, as described in Example 3.5, are

v1 = ∂x, v2 = ∂u,

v3 = −u ∂x + x ∂u + (1 + u2x) ∂ux
+ 3uxuxx ∂uxx

+ (4uxuxxx + 3u2xx) ∂uxxx
+ · · · .

According to (4.3), the invariant arc length derivative D = ι(Dx) of a differential invariant
I = ι(F ) is specified by the recurrence relation

D ι(F ) = ι(DxF ) +R1 ι(v1(F )) +R2 ι(v2(F )) +R3 ι(v3(F )), (4.7)

where Rν are the Maurer–Cartan invariants. To determine their formulas, we write out
(4.7) for the three phantom invariants:

0 = D ι(x) = ι(1) +R1 ι(v1(x)) +R2 ι(v2(x)) +R3 ι(v3(x)) = 1 +R1,

0 = D ι(u) = ι(ux) +R1 ι(v1(u)) +R2 ι(v2(u)) +R3 ι(v3(u)) = R2,

0 = D ι(ux) = ι(uxx) +R1 ι(v1(ux)) +R2 ι(v2(ux)) +R3 ι(v3(ux)) = κ+R3.

Solving, we find
R1 = −1, R2 = 0, R3 = −κ = −I2. (4.8)

Using these, the general recurrence relation (4.7) becomes

D ι(F ) = ι(DxF )− ι(v1(F ))− κ ι(v3(F )). (4.9)

In particular, the arc length derivatives of the basic invariants Ik = ι(uk) = ι(Dk
xu) are

given by

DIk = Ik+1 −
1

2
I2

k−1∑

j=2

(
k + 1

j

)
Ij Ik−j+1,

11



of which the first few are

κs = DI2 = I3,

κss = DI3 = I4 − 3I32 ,

DI4 = I5 − 10I22I3,

DI5 = I6 − 15I22 I4 − 10I2 I
2
3 .

(4.10)

These can be iteratively solved to produce the explicit formulae

κ = I2, I2 = κ,

κs = I3, I3 = κs,

κss = I4 − 3I32 , I4 = κss + 3κ3,

κsss = I5 − 19I22 I3, I5 = κsss + 19κ2κs,

κssss = I6 − 34I22 I4 − 48I2 I
2
3 + 57I52 , I6 = κssss + 34κ2κss + 48κκ2s + 45κ5,

(4.11)

relating the fundamental normalized and differentiated curvature invariants.

The recurrence relations can be straightforwardly extended to invariant differential
forms. Namely, if Ω is any differential form on Jn, then

d ι(Ω) = ι(dΩ) +

r∑

κ=1

νκ ∧ ι[v(n)
κ (Ω)], (4.12)

where v(n)
κ (Ω) denotes the Lie derivative of Ω with respect to the prolonged infinitesimal

generator, while νκ = ρ∗µκ are the pulled-back Maurer–Cartan forms. For our purposes,
we only need to look at the case when Ω = dxi is a basis horizontal form, whereby

d̟i = d ι(dxi) = ι(d2xi) +

r∑

κ=1

νκ ∧ ι(dξiκ) =

r∑

κ=1

νκ ∧ ι(dξiκ).

Ignoring the contact components, and using (3.14), (4.5), we are led to

dH ωi =
r∑

κ=1

p∑

j=1

p∑

k=1

Rκ
j ι(Dkξ

i
κ)ω

j ∧ ωk.

On the other hand, applying dH to (3.14) and then recalling (2.1), we find

0 = d2HF =

p∑

i=1

[
dH (DiF ) ∧ ωi + (DiF ) dH ωi

]

=

p∑

j=1

p∑

k=1

Dj(DkF )ω
j ∧ ωk +

p∑

i=1

(DiF ) dH ωi

=

p∑

i=1

∑

j<k

Y i
jk (DiF )ω

j ∧ ωk +

p∑

i=1

r∑

κ=1

p∑

j=1

p∑

k=1

Rκ
j ι(Dkξ

i
κ) (DiF )ω

j ∧ ωk.

Since F is arbitrary, we can equate the individual coefficients of (DiF )ω
j ∧ ωk, for j < k,

to zero, thereby producing explicit formulae for the commutator invariants:

Y i
jk =

r∑

κ=1

[
Rκ

k ι(Djξ
i
κ)−Rκ

j ι(Dkξ
i
κ)
]
. (4.13)
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5. Generating Invariants.

A set of differential invariants I = {I1, . . . , Il} is called generating if, locally, every
differential invariant can be expressed as a function of them and their iterated invariant
derivatives DJIσ. Let us present a few general results in this vein, followed by some specific
examples — all consequences of the all-important recurrence relations.

Let
I(n) = {H1, . . . , Hp} ∪ { IαJ | α = 1, . . . , q, 0 ≤ #J ≤ n } (5.1)

denote the complete set of fundamental differential invariants arising from invariantiza-
tion of the jet coordinates of order ≤ n. In particular, assuming we choose a cross-
section Kn ⊂ Jn that projects to a cross-section πn

0 (K
n) ⊂ M , then the invariants

I(0) = {H1, . . . , Hp, I1, . . . Iq } are the ordinary invariants for the action on M . If G
acts transitively on M , the latter invariants are all constant (phantom), and hence their
inclusion in the following generating systems is superfluous. The first result on generating
systems can be found in [9].

Theorem 5.1. If the moving frame has order n, then the set of fundamental differ-

ential invariants I(n+1) of order n+ 1 forms a generating set.

Proof : Since the phantom invariants have order ≤ n, solving the phantom recurrence
relations (4.6) for the Maurer–Cartan invariants implies that the latter have order ≤ n+1.
Let us rewrite the recurrence relation (4.3) for the basic differential invariant IαJ = ι(uαJ )
in the form

IαJ,i = DiI
α
J −

p∑

k=1

Rκ
i ϕ

α
J,κ(H, I

(k)). (5.2)

Consequently, provided k = #J ≥ n+ 1, the left hand side is a basic differential invariant
of order k+1, while the right hand side depends on differential invariants of order ≤ k and
their invariant derivatives. A simple reverse induction on k completes the proof. Q.E.D.

As pointed out in [38, 14], the smaller generating set claimed in [9] is only valid when
the cross-section has minimal order, in the following sense.

Definition 5.2. A cross-section Kn ⊂ Jn is said to have minimal order if, for all
0 ≤ k ≤ n, its projection Kk = πn

k (K
n) forms a cross-section to the prolonged group orbits

in Jk.

Theorem 5.3. Suppose the differential functions Z1, . . . , Zr define, as in (3.6), a
minimal order cross-section. Let

Z = { ι(Di(Zσ)) | i = 1, . . . , p, σ = 1, . . . , r } (5.3)

be the collected invariantizations of their total derivatives. Then I(0) ∪Z form a generating

set of differential invariants.

Another interesting consequence of the recurrence relations, noticed by Hubert, [13],
is that the Maurer–Cartan invariants (4.4) also form a generating set when the action is
transitive on M . More generally:
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Theorem 5.4. The differential invariants I(0) ∪ R form a generating set.

Proof : Indeed, by a straightforward induction, the recurrence relations (5.2) imply
that, for any k = #J > 0, we can rewrite the differential invariants of order k+1 in terms
of derivatives of those of order k and the Maurer–Cartan invariants. Q.E.D.

Let us now discuss the problem of finding a minimal generating set of differential
invariants. The case of curves, p = 1, has been well understood for some time. A Lie group
is said to act ordinarily , [33], if it acts transitively onM , and the maximal dimension of the
orbits of its successive prolongations strictly increase until the action becomes locally free;
or, in other words, its prolongations do not “pseudo-stabilize”, [34]. Almost all transitive
Lie group actions are ordinary. For an ordinary action on curves in a m-dimensional
manifold, there are precisely q = m − 1 generating differential invariants. Moreover,
there are no syzygies among their invariant derivatives. Non-ordinary actions require one
additional generator, and a single generating syzygy.

On the other hand, when dealing with submanifolds of dimension p ≥ 2, I know of no
general results on the minimal number of generating differential invariants. And indeed,
even in well-studied examples, the conventional wisdom on what differential invariants are
required in a minimal generating set is mistaken.

Example 5.5. Consider the standard action of the Euclidean group SE(3) on sur-
faces S ⊂ R

3 in three-dimensional Euclidean space. The standard local coordinates on the
surface jet bundle Jn = Jn(R3, 2), for surfaces that can be (locally) identified with graphs
u = f(x, y), are x, y, u, ux, uy, uxx, uxy, uyy, . . ., and, in general, ujk = ∂j+ku/∂xj∂yk for
j + k ≤ n.

The classical moving frame construction, [12], relies on the coordinate cross-section

x = y = u = ux = uy = uxy = 0, uxx 6= uyy, (5.4)

to the locally free prolonged action on J2. The fundamental differential invariants are
denoted as Ijk = ι(ujk). In particular,

κ1 = I20 = ι(uxx), κ2 = I02 = ι(uyy),

are the principal curvatures ; the moving frame is valid provided κ1 6= κ2, meaning that we
are at a non-umbilic point. The mean and Gaussian curvature invariants

H = 1
2
(κ1 + κ2), K = κ1κ2,

are often used as convenient alternatives, since they eliminate some of the residual discrete
ambiguities in the locally equivariant moving frame. (Technically, since H can change its
sign under a 180◦ rotation that preserves the tangent plane, only H2 is a true invariant.)
Higher order differential invariants are obtained by differentiation with respect to the
Frenet coframe ω1 = πHι(dx

1), ω2 = πHι(dx
2), that diagonalizes the first and second

fundamental forms of the surface, [12]. We let D1,D2 denote the dual invariant differential
operators.

To characterize the full differential invariant algebra, we derive the recurrence rela-
tions. Observe that this will not require the explicit formulas for the moving frame or
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the curvature invariants! A basis for the infinitesimal generators for the action on R
3 is

provided by the 6 vector fields

v1 = − y ∂x + x ∂y, v2 = −u ∂x + x ∂u, v3 = −u ∂y + y ∂u,

w1 = ∂x, w2 = ∂y, w3 = ∂u.

The recurrence relations (4.3) of order ≥ 1 have the explicit form

D1Ijk = Ij+1,k +

3∑

ν=1

ϕjk
ν (0, 0, I(j+k))Rν

1 ,

D2Ijk = Ij,k+1 +
3∑

ν=1

ϕjk
ν (0, 0, I(j+k))Rν

2 ,

j + k ≥ 1.

Here Rν
1 , R

ν
2 , are the Maurer–Cartan invariants associated with the rotational group gen-

erator vν , while ϕ
jk
ν (0, 0, I(j+k)) = ι

[
ϕjk
ν (x, y, u(j+k))

]
are its invariantized prolongation

coefficients, obtained through (4.2). (The translational generators and Maurer–Cartan in-
variants do not enter into the higher order relations, and so can be ignored.) In particular,
the phantom recurrence relations are

0 = D1I10 = I20 +R2
1, 0 = D2I10 = R2

2,

0 = D1I01 = R3
1, 0 = D2I01 = I02 +R3

2,

0 = D1I11 = I21 + (I20 − I02)R
1
1, 0 = D2I11 = I12 + (I20 − I02)R

1
2.

Solving these produces the Maurer–Cartan invariants:

R1
1 = Y2, R2

1 = −κ1, R3
1 = 0, R1

2 = −Y1, R2
2 = 0, R3

2 = −κ2, (5.5)

where

Y1 =
I12

I20 − I02
=

D1κ2
κ1 − κ2

, Y2 =
I21

I02 − I20
=

D2κ1
κ2 − κ1

, (5.6)

the second expressions following from the third order recurrence relations

I30 = D1I20 = κ1,1, I21 = D2I20 = κ1,2, I12 = D1I02 = κ2,1, I03 = D2I02 = κ2,2. (5.7)

Equating the two fourth order recurrence relations

D2I21 +
I30I12 − 2I212
κ1 − κ2

+ κ1κ
2
2 = I22 = D1I12 −

I21I03 − 2I221
κ1 − κ2

+ κ21κ2,

for I22 = ι(uxxyy) leads us to the well known Codazzi syzygy

D2
2κ1 −D2

1κ2 +
D1κ1 D1κ2 +D2κ1 D2κ2 − 2(D1κ2)

2 − 2(D2κ1)
2

κ1 − κ2
− κ1κ2(κ1 − κ2) = 0.

(5.8)
Using (5.6), we can, in fact, rewrite the Codazzi syzygy in the more succinct form

K = κ1κ2 = − (D1 + Y1)Y1 − (D2 + Y2)Y2. (5.9)
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As noted in [12], the right hand side of (5.9) depends only on the first fundamental form
of the surface, and so the Codazzi syzygy (5.9) immediately implies Gauss’ Theorema

Egregium, that the Gauss curvature is an intrinsic, isometric invariant. Another direct
consequence of (5.9) is the Gauss–Bonnet Theorem, [18].

The general commutator formula (4.13) implies that the Maurer–Cartan invariants
(5.6) are also the commutator invariants:

[
D1,D2

]
= D1 D2 −D2 D1 = Y2 D1 − Y1 D2. (5.10)

Since we are dealing with a second order moving frame, Theorem 5.1 implies that the
differential invariant algebra for Euclidean surfaces is generated by the basic differential
invariants of order ≤ 3. However, (5.7) express the third order invariants as invariant
derivatives of the principal curvatures κ1, κ2, and hence they, or, equivalently, the Gauss
and mean curvatures H,K, form a generating system for the differential invariant algebra.
This is well known. However, the surprising new result, [40], is that neither is a minimal
generating set!

Theorem 5.6. For suitably nondegenerate surfaces, the mean curvature H is a

generating differential invariant, i.e., all other Euclidean surface differential invariants can

be expressed as functions of H and its invariant derivatives.

Proof : By the preceding remarks, it suffices to express the Gauss curvature K as a
function of H and its derivatives. For this, the Codazzi syzygy (5.9) implies that we need
only express the commutator invariants Y1, Y2, in terms of H.

Now, the commutator identity (5.10) can be applied to any differential invariant. In
particular,

D1D2H −D2D1H = Y2 D1H − Y1 D2H,

D1D2DjH −D2D1DjH = Y2 D1DjH − Y1 D2DjH, for j = 1 or 2.
(5.11)

Thus, provided the nondegeneracy condition

(D1H)(D2DjH) 6= (D2H)(D1DjH) (5.12)

holds — which is clearly true for generic surfaces — we can solve the pair of equations (5.11)
for the commutator invariants as certain explicit rational combinations of the invariant
derivatives of H. Q.E.D.

While most surfaces are non-degenerate, those with constant mean curvature are not,
and the preceding argument does not apply. An interesting open question is whether there
are other types of degenerate Euclidean surfaces.

A similarly surprising result holds for surfaces in several other classical three-dimen-
sional Klein geometries. First, consider surfaces S ⊂ R

3 under the standard action of the
equi-affine group SA(3) = SL(3)⋉R

3 consisting of volume-preserving affine transformations
g · z = Az + b, where detA = 1, b ∈ R

3. A similar, but more involved argument, based
on the recurrence formulae and the commutator trick of (5.11) establishes the following
result, [40].
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Theorem 5.7. The algebra of differential invariants for suitably nondegenerate sur-

faces under the action of the equi-affine group is generated by a single third order differ-

ential invariant, known as the Pick invariant, [50], through invariant differentiation.

In [16, 42], these results were extended to several other surface geometries.

Theorem 5.8. The differential invariant algebra of a generic surface S ⊂ R
3 under

the standard action of

• the centro-equi-affine group SL(3) is generated by a single second order invariant;

• the conformal group SO(4, 1) is generated by a single third order invariant;

• the projective group PSL(4) is generated by a single fourth order invariant.

Lest the reader be tempted at this juncture to make a general conjecture concerning
the differential invariants of surfaces in three-dimensional space, the following elementary
example shows that the number of generating invariants can be arbitrarily large.

Example 5.9. Consider the abelian group action

z = (x, y, u) 7−→
(
x+ a, y + b, u+ p(x, y)

)
, (5.13)

where a, b ∈ R and p(x, y) is an arbitrary polynomial of degree ≤ n. In this case, for
surfaces u = f(x, y), the individual derivatives ujk with j + k ≥ n + 1 form a complete
system of independent differential invariants. The invariant differential operators are the
usual total derivatives: D1 = Dx, D2 = Dy , which happen to commute. The higher order
differential invariants are generated by differentiating the n + 1 differential invariants ujk
of order n+ 1 = j + k. Moreover, these invariants clearly form a minimal generating set.

Building on his complete (local) classifications of both finite-dimensional Lie groups
and infinite-dimensional Lie pseudo-groups, acting on one- and two-dimensional manifolds,
[24, 33], Lie, in volume 3 of his monumental treatise on transformation groups, [22], ex-
hibits a large fraction of the three-dimensional classification. He claims to have completed
it, but says there is not enough space to present the full details. As far as I know, the
remaining calculations have not been found in his notes or personal papers. Later, Amaldi,
[2, 3], lists what he says is the complete classification. More recently, unaware of Amaldi’s
papers, Komrakov, [19], asserts that such a classification is not possible since one of the
branches contains an intractable algebraic problem. Amaldi and Komrakov’s competing
claims remain to be reconciled, although I suspect that Komrakov is right. Whether or not
the Lie–Amaldi classification is complete, it would, nevertheless, be a worthwhile project to
systematically analyze the differential invariant algebras of curves and, especially, surfaces
under each of the transformation groups appearing in the Amaldi–Lie lists.

Even with the powerful recurrence formulae at our disposal, the general problem of
finding and characterizing a minimal set of generating differential invariants remains open.
Indeed, I do not know of a verifiable criterion for minimality, except in the trivial case
when there is a single generating invariant. Even harder is to devise an algorithm that will
produce a minimal generating set. It is worth pointing out that the corresponding problem
for polynomial ideals — finding a minimal Hilbert basis — appears to be intractable.
However, the special structure of the differential invariant algebra prescribed by the form
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of the recurrence relations gives some reasons for optimism that such a procedure might
be possible.

6. Differential Invariant Algebras of Pseudo–Groups.

Extending the preceding moving frame theory and algorithms to infinite-dimensional
pseudo-groups is more challenging. The primordial complication is that there is, to date,
no geometric object that adequately represents an abstract pseudo-group, and so pseudo-
groups are inextricably tied to their individual actions on geometric spaces. This neces-
sitates a reformulation of the basic definition of an equivariant moving frame map. A
second complication is the distinction between a general pseudo-group and the more im-
portant, but more restrictive concept of a Lie pseudo-group. The axioms for unrestricted
pseudo-groups are straightforwardly adapted from those of local transformation groups,
while a Lie pseudo-group must be realized as the space of solutions to a suitable system
of differential equations — a non-geometric requirement that complicates the theory, but
plays an essential role in the applications.

To avoid technical complications, we will now be restricted to the analytic category.
Adapting the constructions to smooth (C∞) pseudo-groups requires some additional care,
as noted below.

Definition 6.1. A collection G of local diffeomorphisms of a manifoldM is a pseudo-

group if

• G is closed under restriction: if U ⊂M is an open set and φ:U →M is in G, then so
is φ | V for all open V ⊂ U .

• Elements of G can be patched together: if Uν ⊂M are open subsets, U =
⋃

ν Uν , and
φ:U →M is a local diffeomorphism with φ |Uν ∈ G for all ν, then φ ∈ G.

• G is closed under composition: if φ:U → M and ψ:V → M are two local diffeomor-
phisms belonging to G with φ(U) ⊂ V , then ψ ◦φ ∈ G.

• G is closed under inverse: if φ:U → M is in G, and V = φ(U), then φ−1:V → M is
also in G.

Note that the second and fourth requirements imply that G necessarily contains the
identity diffeomorphism: 11(z) = z for all z ∈ M = dom11. The collection D = D(M)
of local analytic diffeomorphisms of an analytic manifold M is the simplest example of a
pseudo-group. All others are sub-pseudo-groups thereof. Well studied examples include
analytic (local) actions of finite-dimensional Lie groups; the pseudo-group of symplecto-
morphisms, [29]; foliation-preserving transformation groups, [10]; and symmetry pseudo-
groups of differential equations, [32].

For each 0 ≤ n ≤ ∞, let D(n) ⊂ Jn(M,M) denote the bundle formed by their n-th
order jets, which, by the Inverse Function Theorem, is characterized by the non-vanishing of
the Jacobian determinant. For k ≥ n, let πk

n:D
(k) → D(n) denote the standard projection.

Definition 6.2. A pseudo-group G ⊂ D is called regular of order n⋆ ≥ 1 if, for all
finite n ≥ n⋆, the pseudo-group jets form an embedded subbundle G(n) ⊂ D(n) and the
projection πn+1

n :G(n+1) → G(n) is a fibration.
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In the analytic category, the additional Lie requirement on the pseudo-group is en-
capsulated in the following simplified definition.

Definition 6.3. An analytic pseudo-group G ⊂ D is called a Lie pseudo-group if
G is regular of order n⋆ ≥ 1 and, moreover, every local diffeomorphism φ ∈ D satisfying
jn⋆φ ⊂ G(n⋆) belongs to the pseudo-group: φ ∈ G.

Let us introduce local coordinates (z, Z(n)) on the diffeomorphism jet bundles D(n),
provided by a system of source coordinates z = (z1, . . . , zm) on M , target coordinates
Z = (Z1, . . . , Zm) also on M , and associated jet coordinates Za

B representing the partial
derivatives ∂kZa/∂zb1 · · ·∂zbk , with 1 ≤ a, b1, . . . , bk ≤ m, 1 ≤ k = #B ≤ n. The source

and target projections are given by σ(z, Z(n)) = z and τ(z, Z(n)) = Z, respectively. In
local coordinates, then, the pseudo-group jet subbundle G(n⋆) ⊂ D(n⋆) is characterized by
a system of n⋆-th order partial differential equations

F (n⋆)(z, Z(n⋆)) = 0, (6.1)

known as the determining system for the pseudo-group. The Lie condition says that
the local solutions Z = φ(z) to the determining system are precisely the pseudo-group
transformations.

Remark : In most treatments, an additional integrability or involutivity requirement,
[5, 33, 26, 48], is imposed on the determining system. However, as shown in [17] — see
also Malgrange, [26] — in the analytic category involutivity is a direct consequence of
regularity and local solvability, and thus does not need to be explicitly assumed.

While the Lie condition imposes a technical restriction on the types of pseudo-groups
to be considered, in a certain sense it is automatic. Namely, according to [17], any regular
pseudo-group G has a canonical Lie completion G ⊃ G — namely, the set of all analytic
solutions to the determining system G(n⋆). Moreover, according to the following result, the
Lie completion is indistinguishable as far as its differential invariant algebra and invariant
variational bicomplex is concerned.

Theorem 6.4. Any regular non-Lie pseudo-group can be completed to a Lie pseudo-

group with the same differential invariants and invariant differential forms.

Let us now extend the equivariant moving frame theory to Lie pseudo-groups. Because
we lack an abstract object to represent the pseudo-group, we focus on the pseudo-group
jet bundles G(n) instead. Any convenient system of local coordinates on G(n) can be used
as the pseudo-group parameters of order n. If G is of finite type, and hence represents
a finite-dimensional Lie group action, then for n sufficiently large, G(n) → M can be
identified with the principle bundle G ×M . However, G(n) does not carry the structure
of a group, but rather that of a groupoid , [25, 52], whose multiplication is provided by
algebraic composition of Taylor series, when defined. In general, then, the multiplication
g(n) · h(n) of two elements g(n), h(n) ∈ G(n) is only defined if the source of g(n) matches
the target of h(n), i.e., σ(g(n)) = τ(h(n)). Consequently, the moving frame theory for
pseudo-groups must be formulated in the category of groupoids, not groups.
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Given a Lie pseudo-group action, to define an equivariant moving frame map on the
submanifold jet bundle Jn = Jn(M, p), we begin by pulling back the pseudo-group jet
bundle G(n) → M via the projection πn

0 : J
n → M to produce a bundle H(n) → Jn. Local

coordinates on H(n) are given by (z(n), g(n)), where z(n) = (x, u(n)) are the submanifold jet
coordinates, while g(n) serve to parametrize the pseudo-group jets. The bundle H(n) also
carries the structure of a groupoid, with source map being projection, σ(z(n), g(n)) = z(n),
while the target map τ(z(n), g(n)) = g(n) · z(n) represents the prolonged action of a pseudo-
group diffeomorphism with n jet g(n).

Definition 6.5. A moving frame of order n for a pseudo-group action is an equiv-
ariant local section ρ : Jn → H(n).

Equivariance refers to the groupoid structure on H(n), so that, for a right-equivariant
moving frame, ρ(g(n) · z(n)) = ρ(z(n)) · (g(n))−1 when defined. As in the finite-dimensional
theory, the existence of a moving frame requires that the pseudo-group action be free
and regular. Regularity means, as before, that the pseudo-group orbits form a regular
foliation. However, the freeness requirement must be formulated in a different fashion
since, for dimensional reasons, any infinite-dimensional pseudo-group that acts on a finite-
dimensional manifold has necessarily nontrivial isotropy. Instead, we formulate freeness in
terms of the induced action of pseudo-group jets.

Definition 6.6. A pseudo-group acts freely on a submanifold jet z(n) ∈ Jn provided
τ(z(n), g(n)) = z(n) if and only if g(n) = 11(n) is the n jet of the identity diffeomorphism.

A foundational result, proved in [46] — see also [45] for the original proof of the
locally free version — is the persistence of freeness .

Theorem 6.7. If the pseudo-group G acts (locally) freely at z(n) then it acts (locally)
freely at any z(k) ∈ Jk, k > n, with πk

n(z
(k)) = z(n).

We say that G acts eventually freely if it acts freely on an open subset V n ⊂ Jn,
and hence on the open subsets V k = (πk

n)
−1V n ⊂ Jk for any k ≥ n. The minimal

such n is called the order of freeness , and denoted n⋆. Freeness serves to bound the
dimensions of the pseudo-group jet bundles G(n), and provides a simpler alternative to
the Spencer cohomological growth conditions imposed by Kumpera, [21]. We note that,
when specialized to a finite-dimensional Lie group action, the pseudo-group Definition 6.6
of freeness is slightly more general than the usual requirement that the isotropy subgroup
be trivial.

As in the finite-dimensional version, moving frames are constructed through a nor-
malization procedure based on a choice of cross-section Kn ⊂ Jn to the pseudo-group
orbits. Then, as in Theorem 3.3, the group component of the moving frame section
ρ(n)(z(n)) = (z(n), g(n)) is determined by the condition that τ(ρ(n)(z(n))) = g(n) ·z(n) ∈ Kn.
Unlike the finite-dimensional case, though, for an infinite-dimensional pseudo-group, a new
cross-section and corresponding moving frame must be selected at each order above the
order of freeness. We assume that these cross-sections are compatible, in the sense that
πk
n(K

k) = Kn for all k ≥ n ≥ n⋆, which implies compatibility of the resulting moving
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frames: πk
n(ρ(z

(k))) = ρ(πk
n(z

(n))). For brevity, we will simply refer to such a compatible
sequence of moving frames as a moving frame.

With such a moving frame at hand, the invariantization of functions and differential
forms proceeds exactly as before. In particular, the fundamental differential invariants are
obtained by invariantizing the jet coordinate functions: (H, I(n)) = ι(x, u(n)). The combi-
nations defining the cross-section Kn will be the constant phantom differential invariants ,
while the remaining basic differential invariants form a complete system of functionally
independent differential invariants of order ≤ n for the prolonged pseudo-group action on
submanifolds. Further, we let ωi = πH ι(dxi), i = 1, . . . , p, denote the contact-invariant
coframe, and D1, . . . ,Dp the corresponding invariant differential operators, as defined in
(3.14). Thus, the differential invariant algebras of eventually free Lie pseudo-groups all
have a common structure, shared with the subcategory of finite-dimensional Lie group
actions.

Example 6.8. Let M = R
3. Consider the Lie pseudo-group

X = f(x), Y = f ′(x) y + g(x), U = u+
f ′′(x) y + g′(x)

f ′(x)
, (6.2)

where f(x) is an arbitrary local diffeomorphism of R while g(x) is an arbitrary analytic
function. We are interested in the induced action on surfaces S ⊂ M . To calculate the
prolonged pseudo-group transformations, we note that

dH X = fx dx, dH Y = ex dx+ fx dy, (6.3)

where, for convenience, we set

e(x, y) = f ′(x) y + g(x), and so ey = fx, fy = 0.

The prolonged pseudo-group transformations are found by successively applying the dual
implicit differentiation operators

DX =
1

fx
Dx −

ex
f2
x

Dy, DY =
1

fx
Dy,

whereby

U = u+
ex
fx
, UX =

ux
fx

+
exx − ex uy

f2
x

− 2
fxx ex
f3
x

, UY =
uy
fx

+
fxx
f2
x

,

UXX =
uxx
f2
x

+
exxx − exx uy − 2ex uxy − fxx ux

f3
x

+

+
e2x uyy + 3exfxx uy − 4exx fxx − 3ex fxxx

f4
x

+ 8
ex f

2
xx

f5
x

,

UXY =
uxy
f2
x

+
fxxx − fxx uy − ex uyy

f3
x

− 2
f2
xx

f4
x

, UY Y =
uyy
f2
x

,

(6.4)

and so on. The pseudo-group does not act freely on J1, but its second prolongation is
locally free and locally transitive on the open set {uyy 6= 0} ⊂ J2.
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To construct a moving frame, we restrict our attention to the case uyy > 0 and use
the following cross-section:

x = y = u = ux = uy = 0, uxx = uxy = 0, uyy = 1,

uxk = uxk−1y = 0, for k ≥ 3,
(6.5)

Solving the normalization equations produces the moving frame formulae:

X = 0, f = 0,

Y = 0, e = 0,

U = 0, ex = −u fx,

UY = 0, fxx = −uy fx,

UX = 0, exx = (uuy − ux) fx,

UY Y = 1, fx =
√
uyy ,

UXY = 0, fxxx = −
√
uyy

(
uxy + uuyy − u2y

)
,

UXX = 0, exxx = −
√
uyy

(
uxx − uuxy − 2u2uyy − 2uxuy + uu2y

)
.

(6.6)

By this stage, we have normalized enough parameters to find the first two fundamental
differential invariants of the pseudo-group, namely,

J1 = ι(uxyy) =
uxyy + uuyyy + 2uyuyy

u
3/2
yy

, J2 = ι(uyyy) =
uyyy

u
3/2
yy

. (6.7)

Substituting the pseudo-group normalizations into (6.3) fixes the contact-invariant coframe

ω1 = πH(ι(dx)) =
√
uyy dx, ω2 = πH(ι(dy)) =

√
uyy (dy − u dx), (6.8)

with dual invariant differential operators

D1 =
1√
uyy

(Dx + uDy), D2 =
1√
uyy

Dy. (6.9)

As we shall subsequently prove, J1, J2 serve as a generating set for the differential invariant
algebra. The commutation relation for the invariant differential operators,

[D1,D2 ] = J2 D1 − J1 D2, (6.10)

can be deduced from the recurrence formulae for the contact-invariant coframe, in analogy
with the finite-dimensional version (4.13), or simply by direct computation using the ex-
plicit formulas (6.9). Finally, there is a single fundamental syzygy among the generating
differential invariants,

D1J2 −D2J1 = 2, (6.11)

which can easily be checked directly, but also follows from the recurrence formulae devel-
oped below.
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Let us now present the recurrence formulae and resulting structure of the differential
invariant algebra of an eventually free Lie pseudo-group action. As argued in [43], the
Maurer–Cartan forms for a pseudo-group G are obtained by restricting the right-invariant
contact forms on the infinite diffeomorphism jet bundle to the pseudo-group jet subbundle
G(∞) ⊂ D(∞). The explicit construction is not required here, but can be found in the
aforementioned reference. A basis for the right-invariant contact one-forms is written µa

B

for a = 1, . . . , m, B = (b1, . . . , bk), with 1 ≤ bν ≤ m and k = #B ≥ 0. When restricted
to G(∞), the resulting one-forms are no longer linearly independent. Remarkably, the
induced constraints can be immediately constructed from the infinitesimal generators of
the pseudo-group, which are the locally defined vector fields

v =

q∑

α=1

ζa(z)
∂

∂za
(6.12)

whose flows belong to G. The infinitesimal generators are constrained by a linear system
of partial differential equations

L(n)(z, ζ(n)) = 0, (6.13)

where ζ(n) = ( . . . ζaB . . . ) represents the derivatives (jet coordinates) of the infinitesimal
generator coefficients: ζaB = ∂kζa/∂zb1 · · ·∂zbk , 0 ≤ k = #B ≤ n. This system is obtained
by linearizing the pseudo-group’s determining system (6.1) at the identity jet, and hence is
known as the linearized or infinitesimal determining system. If G arises as the symmetry
group of a system of differential equations, then the linearized determining system (6.13) is
the involutive completion of the usual symmetry determining equations obtained via Lie’s
algorithm, [32].

Theorem 6.9. For each n ≥ 0, the linear algebraic system

L(n)(Z, µ(n)) = 0, (6.14)

which is formally obtained from the linearized determining system (6.13) by replacing the

source coordinates za by the corresponding target coordinates Za, and the vector field

jet coordinates ζ(n) = ( . . . ζaB . . . ) by the corresponding right-invariant Maurer–Cartan

form µ(n) = ( . . . µa
B . . . ), serves to define the complete set of dependencies among the

Maurer–Cartan forms.

Given a moving frame section ρ : Jn → H(n), let γ(n) = ( . . . γaB . . . ) = πHρ
∗µ(n)

denote the horizontal components of the pulled-back Maurer–Cartan forms. As in the
finite-dimensional version, they are linear combinations of the contact-invariant coframe
ω1, . . . , ωp, whose precise formulas follow directly from the recurrence relations for the
phantom differential invariants. In view of Theorem 6.9, the pulled-back Maurer–Cartan
forms are subject to the linear relations

L(n)(H, I, γ(n)) = ι
[
L(n)(z, ζ(n))

]
= 0, n ≥ 0, (6.15)

obtained by formally invariantizing the linear determining system (6.13), using the con-
vention ι(ζ(n)) = γ(n), and where (H, I) = ι(x, u) = ι(z). If G acts transitively on M , and
we use a minimal order moving frame, so Kn ⊂ Jn|z0 , then the latter are all constant.
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With this in hand, the universal recurrence formula for differential invariants and invariant
differential forms of Lie pseudo-groups can be stated.

Theorem 6.10. If Ω is any differential form on Jn, then

d ι(Ω) = ι
[
dΩ+ v(n)(Ω)

]
, (6.16)

where the second term on the right hand side denotes the Lie derivative of Ω with respect

to the prolonged vector field v(n), and ones uses the rule ι(ζaB) = γaB to invariantize the

derivatives of the infinitesimal generator coefficient appearing therein.

Each phantom differential invariant is, by definition, normalized to a constant value,
and hence has zero differential. Consequently, the phantom recurrence formulae form a
system of linear algebraic equations which, provided n ≥ n⋆, can be uniquely solved for
the pulled-back Maurer–Cartan forms γ(n). Substituting the resulting expressions into
the remaining, non-phantom recurrence formulae leads to a complete system of recurrence
relations, which prescribes the structure of the differential invariant algebra for the pseudo-
group. As before, if G acts transitively, or infinitesimally rationally, onM , and we choose a
coordinate or, more generally, rational cross-section, then the resulting differential invariant
algebra is endowed with an entirely rational algebraic recurrence structure.

The constructive proofs of the Basis and Syzygy Theorems for differential invariant
algebras of eventually free Lie pseudo-groups, [45], are more subtle than in the finite-
dimensional Lie group context, and rely on Gröbner basis methods from computational
algebra, [8]. There are two important modules associated with the prolonged pseudo-
group action. At each z ∈ M , let I|z denote the symbol module, [5, 48], of the linearized
determining system (6.13). Integrability implies that I|z forms a submodule of the R[ t ]
module T ≃ R[ t ] ⊗R

m consisting of real polynomials η(t, T ) =
∑q

α=1 ηa(t)T
a depending

on t = (t1, . . . , tm) and linearly on T = (T 1, . . . , Tm).

Analogously, let S ≃ R[s] ⊗R
q denote the R[s] module consisting of polynomials

σ(s, S) =
∑q

α=1 σα(s)S
α depending on s = (s1, . . . , sp) and linearly on S = (S1, . . . , Sq).

At each submanifold 1-jet z(1) = (x, u(1)) = (. . . xi . . . uα . . . uαi . . .) ∈ J1, we define a linear
map β :Rm × R

m → R
m by (s, S) = β(z(1), t, T ), with components

si = ti +

q∑

α=1

uαi tp+α, i = 1, . . . , p,

Sα = T p+α −

p∑

i=1

uαi T
i, α = 1, . . . , q.

(6.17)

The linear map β acts on polynomials via pull-back:

β∗
[
σ(s, S)

]
= σ

(
β(z(1), t, T )

)
.

Given z(1) ∈ J1 with π1
0(z

(1)) = z ∈M , the prolonged symbol module J |z(1) ⊂ S is defined
as the inverse image of the symbol module I|z ⊂ T under the pull-back map, so

J |z(1) = (β∗)−1(I|z) =
{
σ
∣∣ β∗(σ) ∈ I|z

}
. (6.18)
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Invariantization acts coefficient-wise on prolonged symbol polynomials, taking

σ(x, u(1); s, S) =

q∑

α=1

∑

#J ≥ 0

hJα(x, u
(1)) sJS

α,

say, to

σ̃(H, I(1); s, S) = ι
[
σ(x, u(1); s, S)

]
=

q∑

α=1

∑

#J ≥ 0

hJα(H, I
(1)) sJS

α. (6.19)

We let J̃ |(H,I(1)) = ι(J |z(1)) denote the invariantized prolonged symbol module, and

J̃>n⋆

|(H,I(1)) the submodule containing those polynomials that have degree > n⋆ in the

s’s. In particular, if G acts transitively on J1 and we use a minimal order moving frame,
then H, I(1) are all constant, and so the invariantized prolonged symbol module is inde-
pendent of the jet. We identify the invariantized polynomial (6.19) with the differential
invariant

Iσ̃ =

q∑

α=1

∑

#J ≥ 0

hJα(H, I
(1)) IαJ . (6.20)

This collection of differential invariants turns out to be much better adapted to the struc-
ture of the differential invariant algebra, since their recurrence formulae (6.16) take the
form

Di Iσ̃ = Isi σ̃ +Mσ̃,i, (6.21)

in which, when deg σ̃ > n⋆, the leading term Isi σ̃ is strictly of higher order than the
correction term Mσ̃,i. With this in hand, iteration of (6.21) suffices to establish the Basis
Theorem for the differential invariant algebra, [45].

Theorem 6.11. Let G be a Lie pseudo-group that acts freely an open subset of the

submanifold jet bundle at order n⋆. Then a finite generating system for its differential

invariant algebra consists of :

• the differential invariants Iν = Iσν
, where σ1, . . . , σl form a Gröbner basis for the

invariantized prolonged symbol submodule J̃>n⋆

, and, possibly,

• a finite number of additional differential invariants of order ≤ n⋆.

We are also able to exhibit a finite generating system of differential syzygies. First,
owing to the non-commutative nature of the the invariant differential operators, we have
the commutator syzygies

DJ Iσ̃ −DJ̃ Iσ̃ =Mσ̃,J −Mσ̃,J̃ ≡ NJ,J̃,σ̃, whenever J̃ = π(J) (6.22)

for some permutation π. Provided deg σ̃ > n⋆, the right hand side NJ,J̃,σ̃ is of lower
order than the terms on the left hand side. Technically, there are an infinite number
of algebraically independent commutator syzygies, although they are consequences of the
two sided ideal of invariant differential operators that is finitely generated by the original
commutator identities (2.1).
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In addition, any algebraic syzygy that is satisfied by the Gröbner basis polynomials
in J̃ |(H,I(1)) provides an additional differential syzygy amongst the generating invariants.
In detail, to each invariantly parametrized polynomial

q(H, I(1); s) =
∑

J

qJ (H, I
(1))sJ ∈ R[s]

we associate an invariant differential operator

q(H, I(1);D) =
∑

J

qJ (H, I
(1))DJ , (6.23)

where, by convention, we adopt the “normal ordering” that the latter sum ranges over non-
decreasing multi-indices j1 ≤ j2 ≤ · · · ≤ jk. In view of (6.21), whenever σ̃(H, I(1); s, S) ∈

J̃ |(H,I(1)), we can write

q(H, I(1);D) Iσ̃(H,I(1);s,S) = Iq(H,I(1);s) σ̃(H,I(1);s,S) +Rq,σ̃, (6.24)

where Rq,σ̃ has order < deg q + deg σ̃. Thus, any algebraic syzygy

l∑

ν=1

qν(H, I
(1), s) σν(H, I

(1); s, S) = 0

among the Gröbner basis polynomials of the invariantized prolonged symbol module in-
duces a syzygy among the generating differential invariants,

l∑

ν=1

qν(H, I
(1),D) Iσ̃ν

= R, where orderR < max {deg qν + deg σ̃ν}.

By combining these constituents, we deduce a general, constructive Syzygy Theorem for
differential invariant algebras of eventually free Lie pseudo-groups.

Theorem 6.12. Every differential syzygy among the generating differential invari-

ants is a combination of the following:

• the syzygies among the differential invariants of order ≤ n⋆,

• the commutator syzygies,

• syzygies arising from an algebraic syzygy among the Gröbner basis polynomials.

Example 6.13. For the pseudo-group treated in Example 6.8, recall that the order of
freeness is n⋆ = 2. Since there are no nonconstant first order differential invariants, we can
ignore the dependence of the invariantized symbol polynomials, etc., on H, I(1) = const. In
view of the cross-section equations (6.5), the prolonged symbol submodule J>2 is spanned
by the monomials si1s

j
2 S for i + j ≥ 3, j ≥ 2. Thus, the Gröbner basis consists of the

monomials
σ̃1 = s1s

2
2 S, σ̃2 = s32 S, (6.25)

whose corresponding differential invariants J1 = I1,2, J2 = I0,3, appear in (6.7). Since
there are no low order differential invariants, Theorem 6.11 immediately implies that J1, J2
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generate the differential invariant algebra. Furthermore, there is a single generating syzygy
among the Gröbner basis polynomials, namely,

s2 σ̃1 − s1 σ̃2 = 0, (6.26)

which corresponds to the basic differential syzygy (6.11). Theorem 6.12 implies that the
syzygies among the differentiated invariants are all differential consequences of it and the
commutation relation (6.10).

Further details and applications of these results can be found in [7, 44, 45, 49].

Acknowledgments : Thanks to Rob Thompson, Patrick Campbell, and the referees for
corrections and comments.
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