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#### Abstract

The orbital stability of the peaked solitary-wave solutions for a generalization of the modified Camassa-Holm equation with both cubic and quadratic nonlinearities is investigated. The equation is a model of asymptotic shallow-water wave approximations to the incompressible Euler equations. It is also formally integrable in the sense of the existence of a Lax formulation and bi-Hamiltonian structure. It is demonstrated that, when the Camassa-Holm energy counteracts the effect of the modified Camassa-Holm energy, the peakon and periodic peakon solutions are orbitally stable under small perturbations in the energy space.
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## 1. Introduction

The well-studied Camassa-Holm (CH) equation

$$
\begin{equation*}
m_{t}+2 u_{x} m+u m_{x}=0, \quad m=u-u_{x x} \tag{1.1}
\end{equation*}
$$

was originally proposed as a nonlinear model for the unidirectional propagation of the shallow water waves over a flat bottom $[1,9,18,22]$. The CH equation can also be derived by applying the method of tri-Hamiltonian duality to the bi-Hamiltonian representation of the Kortewegde Vries (KdV) equation, thus justifying its status as a dual integrable bi-Hamiltonian system [17, 29]. Tri-Hamiltonian duality is based on the observation that most compatible pairs of Hamiltonian operators are, in fact, linear combinations of three mutually compatible Hamiltonian operators, and reconfiguring the operators in question will yield interesting new bi-Hamiltonian systems.

Applying tri-Hamiltonian duality to the modified Korteweg-deVries (mKdV) equation, leads to the modified Camassa-Holm (mCH) equation with cubic nonlinearity

$$
\begin{equation*}
m_{t}+\left(\left(u^{2}-u_{x}^{2}\right) m\right)_{x}=0, \quad m=u-u_{x x} \tag{1.2}
\end{equation*}
$$

As a consequence of duality, the mCH equation (1.2) is formally integrable in the sense that it admits a bi-Hamiltonian structure [29] and was later shown to admit a Lax formulation [30]. Moreover, the mCH equation (1.2) exhibits new features, including wave breaking and blowup criteria [19] that do not appear in the original CH equation (1.1) $[3,5,6,7,24]$. On the other hand, since the mCH equation (1.2) also arises from an intrinsic (arc-length preserving) invariant planar curve flow in Euclidean geometry [19], it can be regarded as a Euclidean-invariant version of the CH equation (1.1), just as the mKdV equation is a Euclidean-invariant counterpart to the KdV equation from the viewpoint of curve flows in Klein geometries [2, 20]. It is worth mentioning that besides the application of the mCH equation in the modeling of nonlinear water waves pointed out by Fokas [15], the present
authors [19] showed that the scaling limit equation of (1.2), when combined with the firstorder term $\gamma u_{x}$, satisfies the short-pulse equation

$$
\begin{equation*}
v_{x t}=\frac{1}{3}\left(v^{3}\right)_{x x}+\gamma v \tag{1.3}
\end{equation*}
$$

which is a model for the propagation of ultra-short light pulses in silica optical fibers [34].
More generally, applying tri-Hamiltonian duality to the bi-Hamiltonian Gardner equation

$$
\begin{equation*}
u_{t}+u_{x x x}+k_{1} u^{2} u_{x}+k_{2} u u_{x}=0 \tag{1.4}
\end{equation*}
$$

the resulting dual system is the following generalized modified Camassa-Holm ( gmCH ) equation with both cubic and quadratic nonlinearities [16, 17]:

$$
\begin{equation*}
m_{t}+k_{1}\left(\left(u^{2}-u_{x}^{2}\right) m\right)_{x}+k_{2}\left(2 u_{x} m+u m_{x}\right)=0, \quad m=u-u_{x x} \tag{1.5}
\end{equation*}
$$

This equation, posed on the real line $x \in \mathbb{R}$ and also on the circle $x \in \mathbb{S}^{1}=\mathbb{R} / \mathbb{Z}$, i.e. subject to periodic boundary conditions, is the object of study in the present paper. It models the unidirectional propagation of the shallow-water waves over a flat bottom, where the function $u$ represents the free surface elevation, and was derived from the two-dimensional hydrodynamical equations for surface waves by Fokas [16]. Note that equation (1.5) reduces to the CH equation (1.1) when $k_{1}=0, k_{2}=1$, and to the mCH equation (1.2) when $k_{1}=1$, $k_{2}=0$, respectively.

The derivation of the gmCH (1.5) via the method of tri-Hamiltonian duality reveals its status as an integrable system. Indeed, it can be written in the bi-Hamiltonian form [28, 31]

$$
\begin{equation*}
m_{t}=J \frac{\delta H_{1}}{\delta m}=K \frac{\delta H_{2}}{\delta m} \tag{1.6}
\end{equation*}
$$

where

$$
J=-k_{1} \partial_{x} m \partial_{x}^{-1} m \partial_{x}-\frac{1}{2} k_{2}\left(m \partial_{x}+\partial_{x} m\right) \quad \text { and } \quad K=-\frac{1}{4}\left(\partial_{x}-\partial_{x}^{3}\right)
$$

are compatible Hamiltonian operators, while the corresponding Hamiltonian functionals are given by

$$
\begin{equation*}
H_{1}[u]=\int_{X}\left(u^{2}+u_{x}^{2}\right) d x, \quad \text { and } \quad H_{2}[u]=k_{1} I_{1}[u]+2 k_{2} I_{2}[u] \tag{1.7}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{1}[u]=\int_{X}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}\right) d x, \quad I_{2}[u]=\int_{X}\left(u^{3}+u u_{x}^{2}\right) d x \tag{1.8}
\end{equation*}
$$

Throughout, $X=\mathbb{R}$ in the real line case, while $X=\mathbb{S}^{1}$ in the periodic case. Furthermore, a Lax pair for (1.5) was established in [31].

The gmCH equation (1.5) belongs to a novel class of physically important integrable equations. Indeed, consider the motion of a 2 -dimensional, inviscid, incompressible and irrotational fluid (e.g. water) on a horizontal flat bottom located at $y=-h_{0}$, with $h_{0}$ a positive constant, and air above the free surface, whose displacement from equilibrium is represented by $\eta(t, x)$. The system of such a motion is characterized by two parameters, $\alpha=a / h_{0}$ and $\beta=h_{0}^{2} / l^{2}$, where $a$ and $l$ are typical values of the amplitude and of the wavelength of the waves. For unidirectional wave propagation, applying the physically meaningful asymptotic analysis in the shallow water regime, that is, neglecting the terms of $\mathcal{O}\left(\alpha^{4}, \alpha^{3} \beta, \beta^{2}\right)$, it is shown that the free surface $\eta(t, x)$ satisfies [16]

$$
\begin{align*}
\eta_{t}+\eta_{x}+\alpha \eta \eta_{x}+\beta \eta_{x x x}+ & \rho_{1} \alpha^{2} \eta^{2} \eta_{x}+\alpha \beta\left(\rho_{2} \eta \eta_{x x x}+\rho_{3} \eta_{x} \eta_{x x}\right) \\
& +\rho_{4} \alpha^{3} \eta^{3} \eta_{x}+\alpha^{2} \beta\left(\rho_{5} \eta^{2} \eta_{x x x}+\rho_{6} \eta \eta_{x} \eta_{x x}+\rho_{7} \eta_{x}^{3}\right)=0 \tag{1.9}
\end{align*}
$$

where $\rho_{1}, \ldots, \rho_{7}$, are constants. Employing the following Kodama transformation

$$
\eta=u+\lambda_{1} \alpha u^{2}+\lambda_{2} \beta u_{x x}+\lambda_{3} \alpha^{2} u^{3}+\alpha \beta\left(\lambda_{4} u u_{x x}+\lambda_{5} u_{x}^{2}\right),
$$

where $\lambda_{1}, \ldots, \lambda_{5}$ are certain combinations of the $\rho_{j}$, Fokas [16] pointed out that the asymptotic model (1.9) is equivalent to the integrable gmCH equation (1.5). The appearance of an integrable equation in a class of equivalent models can reveal a great amount of information about the underlying physical system. In addition, it was argued by Fokas [15] that equation (1.5) describes the physics more accurately than its celebrated counterpart, the Gardner equation (1.4).

Furthermore, the gmCH equation (1.5) admits the following scaling-limit version

$$
\begin{equation*}
v_{x t}-k_{1} v_{x}^{2} v_{x x}+k_{2}\left(v v_{x x}+\frac{1}{2} v_{x}^{2}\right)=0 \tag{1.10}
\end{equation*}
$$

which is also integrable and models the asymptotic dynamics of a short capillary-gravity wave with $v(t, x)$ denoting the fluid velocity on the surface [14]. Notably, the integrable model that, in a sense, lies midway between (1.5) and its limiting version (1.10), known as the generalized $\mu-C H$ equation, was introduced in [33]:

$$
\begin{equation*}
m_{t}+k_{1}\left(\left(2 \mu(u) u-u_{x}^{2}\right) m\right)_{x}+k_{2}\left(2 u_{x} m+u m_{x}\right)=0, \quad m=\mu(u)-u_{x x} \tag{1.11}
\end{equation*}
$$

where $u(t, x)$ is a real-valued spatially periodic function, with

$$
\begin{equation*}
\mu(u)=\int_{\mathbb{S}^{1}} u(t, x) d x \tag{1.12}
\end{equation*}
$$

denoting its total integral.
Dual integrable nonlinear systems, such as the CH equation (1.1), the mCH equation (1.2) and the gmCH equation (1.5), exhibit nonlinear dispersion, and, in most cases, admit a remarkable variety of non-smooth soliton-like solutions, including peakons, compactons, tipons, rampons, mesaons, and so on [25]. For the CH equation (1.1), its single peakon has the exponential form

$$
\begin{equation*}
\varphi_{c}(t, x)=a e^{-|x-c t|} \tag{1.13}
\end{equation*}
$$

with amplitude equal to the wave speed:

$$
a=c, \quad c \in \mathbb{R}
$$

On the other hand, the periodic peakons are given by

$$
\begin{equation*}
\psi_{c}(t, x)=a \cosh \left(\frac{1}{2}-(x-c t)+[x-c t]\right) \tag{1.14}
\end{equation*}
$$

where the notation $[x]$ denotes the largest integer part of the real number $x \in \mathbb{R}$; the amplitude is given by

$$
a=\frac{c}{\cosh \frac{1}{2}}, \quad c \in \mathbb{R}
$$

The mCH equation (1.2) admits the single peakon of the same exponential form (1.13), but with only positive wave speeds and corresponding amplitude [19]

$$
a=\sqrt{\frac{3 c}{2}}, \quad c>0
$$

Similarly, its periodic peakon is given by (1.14), again with positive wave speed and amplitude [32]

$$
a=\sqrt{\frac{3 c}{1+2 \cosh ^{2} \frac{1}{2}}}, \quad c>0
$$

Both equations (1.1) and (1.2) also admit multi-peakon solutions of the form

$$
u(t, x)=\sum_{i=1}^{N} p_{i}(t) e^{-\left|x-q_{i}(t)\right|}
$$

although the dynamical behavior of the coefficients $p_{i}(t), q_{i}(t)$ is rather different in each instance. Indeed, for the CH equation they satisfy the dynamical system [1, 12, 21]

$$
\dot{p_{i}}=\sum_{j \neq i} p_{i} p_{j} \operatorname{sign}\left(q_{i}-q_{j}\right) e^{-\left|q_{i}-q_{j}\right|}, \quad \dot{q}_{i}=\sum_{j} p_{j} e^{-\left|q_{i}-q_{j}\right|}, \quad i=1, \ldots, N,
$$

whereas for the mCH equation [19] they satisfy

$$
\dot{p}_{i}=0, \quad \dot{q}_{i}=\frac{2}{3} p_{i}^{2}+2 \sum_{j=1}^{N} p_{j} p_{i} e^{-\left|q_{i}-q_{j}\right|}+4 \sum_{1 \leq k<i, i<j \leq N} p_{k} p_{j} e^{-\left|q_{k}-q_{j}\right|}, \quad i=1, \ldots, N .
$$

Thus, interestingly, unlike the CH equation, the multi-peakon amplitudes for the mCH equation are independent of time [19].

Recently, it was found [31] that, for $k_{1} \neq 0$, the gmCH equation (1.5) admits a single peakon of the form (1.13) with the following amplitude and restriction on the wave speed:

$$
\begin{equation*}
a=\frac{3}{4} \frac{-k_{2} \pm \sqrt{k_{2}^{2}+\frac{8}{3} k_{1} c}}{k_{1}}, \quad k_{2}^{2}+\frac{8}{3} k_{1} c \geq 0 \tag{1.15}
\end{equation*}
$$

In this paper, we shall prove that equation (1.5) also possesses periodic peakons of the form (1.14) with

$$
\begin{equation*}
a=\frac{3}{2} \frac{-k_{2} \cosh \frac{1}{2} \pm \sqrt{k_{2}^{2} \cosh ^{2} \frac{1}{2}+\frac{4}{3} k_{1} c\left(1+2 \cosh ^{2} \frac{1}{2}\right)}}{k_{1}\left(1+2 \cosh ^{2} \frac{1}{2}\right)}, \tag{1.16}
\end{equation*}
$$

It is worth noting that the periodic peakons of the $\mu$-integrable equation are of a manifestly different character. For example, in [33], the authors showed that the periodic peakons of the generalized $\mu$-CH equation (1.11) take the following form

$$
\begin{equation*}
u(t, x)=\chi_{c}(x-c t)=a \chi(x-c t) \tag{1.17}
\end{equation*}
$$

where

$$
\chi(x)=x^{2}+\frac{23}{12}, x \in\left[-\frac{1}{2}, \frac{1}{2}\right]
$$

extended periodically to the real line and

$$
a=\frac{-13 k_{2} \pm \sqrt{169 k_{2}^{2}+1200 c k_{1}}}{50 k_{1}}
$$

with $169 k_{2}^{2}+1200 c k_{1} \geq 0$.
Physically, the principal feature of the preceding peakons that their profile is smooth, except at the crest where it is continuous but the lateral tangents differ, is similar to that of the well known Stokes waves of greatest height - the traveling waves of maximum possible amplitude that are solutions to the governing equations for irrotational water waves $[4,8$, 35]. In our case, choosing different signs of the parameters $k_{1}$ and $k_{2}$ enables us to better understand how the peakons and anti-peakons interact in propagation of waves, recovering their shape and speed after a nonlinear interaction. However, if they are to be validated as physically relevant solutions, they must be dynamically stable under small perturbations. Since a small change in the height of a peakon yields another one traveling at a different speed, the appropriate notion of stability here is that of orbital stability: a wave with an initial profile close to a peakon remains close to some translate of it for all later times. That is, the shape of the wave remains approximately the same for all times.

In an innovative paper [11], using the known conservation laws of the CH equation and underlying features of the peakons, Constantin and Strauss proved that the single peakon solutions of the CH equation (1.1) are orbitally stable. Their key argument is to establish
an inequality relating the conserved densities with the maximal values of the perturbed solutions. The Constantin-Strauss approach was recently extended to study the orbital stability of single peakons for the Degasperis-Procesi (DP) equation [26], and the mCH equation [32]. A variational approach for establishing the orbital stability of the CH peakons was introduced by Constantin and Molinet [10]. The orbital stability of trains of peakons of the CH equation and the mCH equation was explored in [13] and in [27], respectively. Stability of the periodic peakons of the CH equation was established by Lenells [23]. Very recently, Lenells' approach was further extended to prove the orbital stability of the periodic peakons for the mCH equation [32]. In [33], we were able to find an analytical method that could deal with the interaction between the different copmponents in the energy and obtained the orbital stability of periodic peakons (1.17) of the generalized $\mu$ - CH equation (1.11). However, for reasons explained in detail below, this analysis does not extend to the gmCH equation, which requires a new approach.

The goal of this paper is to establish the orbital stability of single peakons and periodic peakons of the gmCH equation (1.5). We will establish the following respective stability results.

Theorem 1.1. Assume that $k_{1}>0, k_{2}>0$ and $c \geq-\frac{3}{8} k_{2}^{2} / k_{1}$, or $k_{1}>0, k_{2} \leq 0$ and $c>\frac{2}{3} k_{2}^{2} / k_{1}$. Under either of these conditions, the peakon solutions of the gmCH equation (1.5) are orbitally stable in the energy space $H^{1}(\mathbb{R})$.

Theorem 1.2. Assume that either

$$
\begin{equation*}
k_{1}>0, \quad k_{2}>0, \quad \text { and } \quad c \geq-\frac{3 k_{2}^{2} \cosh ^{2} \frac{1}{2}}{4 k_{1}\left(1+2 \cosh ^{2} \frac{1}{2}\right)} \tag{1.18}
\end{equation*}
$$

or

$$
\begin{equation*}
k_{1}>0, \quad k_{2} \leq 0, \quad \text { and } \quad c>\frac{3 k_{2}^{2}}{4 k_{1}}\left(2 \cosh ^{2} \frac{1}{2}-2 \cosh \frac{1}{2}+1\right) \tag{1.19}
\end{equation*}
$$

Then the periodic peakon solutions of the gmCH equation (1.5) are orbitally stable in the energy space $H^{1}\left(\mathbb{S}^{1}\right)$.

For the gmCH equation (1.5), the three conservation laws $H_{1}[u], H_{2}[u]$ in (1.7), along with

$$
\begin{equation*}
H_{0}[u]=\int_{X} u d x \tag{1.20}
\end{equation*}
$$

will play a major role in our analysis. From the conservation law $H_{1}[u]$, it is reasonable to expect the orbital stability of (periodic) peakons for (1.5) in the sense of the energy space $H^{1}$ norm. The approach used here is motivated by the recent works [11, 23, 32]. The key issue is to establish a suitable inequality relating the maximum (and minimum) of the perturbed solution with the conserved densities, and this will rely on the introduction of a suitably constructed auxiliary function. Moreover, the corresponding equality is required to hold at the (periodic) peakons; this condition is crucial since stable (periodic) peakons must be critical points of the energy functional with the momentum constraint, and satisfy the corresponding Euler-Lagrangian equations. Since the gmCH equation (1.5) consists of two parts - the cubic mCH terms and the quadratic CH terms - this suggests choosing the required auxiliary function in the form

$$
h(t, x)=k_{1}\left(u^{2}(t, x) \mp \frac{2}{3} u(t, x) u_{x}(t, x)-\frac{1}{3} u_{x}^{2}(t, x)\right)+2 k_{2} u(t, x)
$$

for the non-periodic case $X=\mathbb{R}$, and

$$
h(t, x)=k_{1}\left(u^{2}(t, x) \pm \frac{2}{3} u_{x}(t, x) \sqrt{u^{2}(t, x)-L^{2}}-\frac{1}{3} u_{x}^{2}(t, x)-L^{2}\right)+2 k_{2} u(t, x)
$$

with $L=\min u(t, x)$, for the periodic case $X=\mathbb{S}^{1}$, respectively.

As for the signs of $k_{1}$ and $k_{2}$, we shall consider two possibilities: (i) $k_{1}>0$ and $k_{2}>0$; (ii) $k_{1}>0$ and $k_{2} \leq 0$. In the first case, $h(t, x)$ can be estimated by the maximum (and minimum) of $u(t, x)$ using the approach in $[23,32]$, and the stability results follow similarly. The second case is more delicate to deal with due to the interaction between two components (1.8) of the energy $H_{2}$ that have opposite signs. For peakons on the line, motivated by the idea in [33], the key observation is that the mCH part $I_{1}[u]$ of $H_{2}[u]$ can be dominated by the CH part $I_{2}[u]$ of $H_{2}[u]$, as in (1.8), in a subtle way. More precisely, the following inequality is derived:

$$
I_{1}[u] \leq \frac{4}{3} M I_{2}[u], \quad \text { where } \quad M=\max u(t, x)
$$

While a slight different relationship was established in [33] in the periodic case for the corresponding periodic peakons, the detailed proofs are, however, rather different and neither can be deduced from the other. It is noted that the stability results in [33] rely on the construction of a concave function associated to the maximum and minimum of the perturbed solution with certain properties of periodic peakons. Our argument in the present paper, however, requires only estimating the maximum of the perturbed solutions.

In particular, in the periodic case, the generalized $\mu$-CH equation (1.11) admits the integral $\int_{\mathbb{S}^{1}} u_{x}^{2} d x$ as a conservation law, which is crucial in the argument to establish the orbital stability of the periodic peakons (1.17) of (1.11). But this approach does not work for the gmCH equation (1.5), due to a lack of such a conserved quantity, and thus a new approach is be required. A key observation to our case is how to estimate a uniform lower bound for the minimum of the perturbed solution $u(t, x)$. It is worth mentioning that the required lower bound depends only on the appropriate conserved densities. As a result of these insights, the orbital stability of periodic peakons in case (ii) can be established.

The outline of the paper is as follows. Section 2 is a short review on the well-posedness of the gmCH equation (1.5). In addition, the existence of periodic peakons is demonstrated rigorously in Theorem 2.1, whose proof is relegated to the Appendix. The orbital stability of the peakon solutions in the Sobolev space $H^{1}(\mathbb{R})$ is established in Section 3. In Section 4 , it is shown that the periodic peakons are dynamically stable under small perturbations in the energy space $H^{1}\left(\mathbb{S}^{1}\right)$.

Notation. Throughout the paper, the norm of a Banach space $Z$ is denoted by $\|\cdot\|_{Z}$, while $C([0, T), Z)$ denotes the class of continuous functions from the interval $[0, T)$ to $Z$. In the periodic case, we denote $\mathbb{S}^{1}=\mathbb{R} / \mathbb{Z}$ as the unit circle and regard functions on $\mathbb{S}^{1}$ as periodic on the entire line with period one. Given $T>0$, let $C_{c}^{\infty}([0, T) \times X)$ denote the space of all smooth functions with compact support on $[0, T) \times X$, which can also be viewed as the space of smooth functions on $\mathbb{R} \times X$ having compact support contained in $[0, T) \times X$. For $1 \leq p<\infty, L^{p}(X)$ denotes the space of equivalence classes of Lebesgue measurable, $p^{t h}$-power integrable, real-valued functions defined on $X$. The usual modification is in effect for $p=\infty$. The norm on $L^{p}(X)$ is written as $\|\cdot\|_{L^{p}(X)}$. For $s \geq 0$, the $L^{2}$-based Sobolev space $H^{s}$ is the subspace of those $L^{2}$ functions whose derivatives up to order $s$ all lie in $L^{2}$. The associated norm is denoted as $\|\cdot\|_{H^{s}(X)}$.

## 2. Preliminaries

In this paper, we are concerned with the Cauchy problem for the gmCH equation on both the line and the unit circle:

$$
\begin{cases}m_{t}+k_{1}\left(\left(u^{2}-u_{x}^{2}\right) m\right)_{x}+k_{2}\left(2 u_{x} m+u m_{x}\right)=0, & m(t, x)=u(t, x)-u_{x x}(t, x)  \tag{2.1}\\ u(0, x)=u_{0}(x), & t>0, \quad x \in X=\mathbb{R} \text { or } \mathbb{S}^{1}\end{cases}
$$

We first formalize the notion of a strong solution.

Definition 2.1. If $u \in C\left([0, T), H^{s}(X)\right) \cap C^{1}\left([0, T), H^{s-1}(X)\right)$, with $s>\frac{5}{2}$ and some $T>0$, satisfies (2.1), then $u$ is called a strong solution on $[0, T)$. If $u$ is a strong solution on $[0, T)$ for every $T>0$, then it is called a global strong solution.

The following local well-posedness result and properties for strong solutions on both the line and the unit circle can be established using the same approach as in [19]. The proofs are thus omitted.
Proposition 2.1. Let $u_{0} \in H^{s}(X)$ with $s>\frac{5}{2}$. Then there exists a time $T>0$ such that the initial value problem (2.1) has a unique strong solution $u \in C\left([0, T), H^{s}(X)\right) \cap$ $C^{1}\left([0, T), H^{s-1}(X)\right)$. Moreover, the map $u_{0} \mapsto u$ is continuous from a neighborhood of $u_{0}$ in $H^{s}(X)$ into $C\left([0, T), H^{s}(X)\right) \cap C^{1}\left([0, T), H^{s-1}(X)\right)$.

Proposition 2.2. The Hamiltonian functionals (1.7), (1.20) are all conserved for the strong solution $u(t, x)$ obtained in Proposition 2.1, that is

$$
\frac{d}{d t} H_{0}[u]=\frac{d}{d t} H_{1}[u]=\frac{d}{d t} H_{2}[u]=0, \quad \text { for all } \quad t \in[0, T)
$$

Furthermore, if the initial data $m_{0}(x)=\left(1-\partial_{x}^{2}\right) u_{0}(x)$ does not change sign, then $m(t, x)$ will not change sign for any $t \in[0, T)$. It follows that if $m_{0}(x) \geq 0(\leq 0)$, then the corresponding solution $u(t, x)$ remains positive (negative) for $(t, x) \in[0, T) \times X$.

Note that the inverse operator $\left(1-\partial_{x}^{2}\right)^{-1}$ can be obtained by convolution with the corresponding Green's function, so that

$$
\begin{equation*}
u=\left(1-\partial_{x}^{2}\right)^{-1} m=G * m \tag{2.2}
\end{equation*}
$$

where

$$
\begin{equation*}
G(x)=\frac{1}{2} e^{-|x|} \quad \text { for the non-periodic case } \quad X=\mathbb{R} \tag{2.3}
\end{equation*}
$$

while

$$
\begin{equation*}
G(x)=\frac{\cosh \left(\frac{1}{2}-x+[x]\right)}{2 \sinh \frac{1}{2}} \quad \text { for the periodic case } \quad X=\mathbb{S}^{1} \tag{2.4}
\end{equation*}
$$

and the convolution product is defined by

$$
f * g(x)=\int_{X} f(y) g(x-y) d y
$$

Applying the operator $\left(1-\partial_{x}^{2}\right)^{-1}$ to equation (2.1), we obtain the following nonlocal nonlinear equation

$$
\begin{align*}
u_{t}+k_{1}\left(u^{2}-\frac{1}{3} u_{x}^{2}\right) u_{x}+k_{1}\left(1-\partial_{x}^{2}\right)^{-1} & \partial_{x}\left(\frac{2}{3} u^{3}+u u_{x}^{2}\right)+\frac{1}{3} k_{1}\left(1-\partial_{x}^{2}\right)^{-1}\left(u_{x}^{3}\right) \\
& +k_{2} u u_{x}+k_{2}\left(1-\partial_{x}^{2}\right)^{-1} \partial_{x}\left(u^{2}+\frac{1}{2} u_{x}^{2}\right)=0 \tag{2.5}
\end{align*}
$$

The formulation (2.5) allows us to define the notion of a weak solution as follows.
Definition 2.2. Given initial data $u_{0} \in W^{1,3}(X)$, a function $u \in L_{l o c}^{\infty}\left([0, T), W_{l o c}^{1,3}(X)\right)$ is said to be a weak solution to the initial value problem (2.1) if it satisfies the following identity:

$$
\begin{align*}
\int_{0}^{T} \int_{X} & \left\{u \partial_{t} \phi+\frac{1}{3} k_{1} u^{3} \partial_{x} \phi+\frac{1}{3} k_{1} u_{x}^{3} \phi+\frac{1}{2} k_{2} u^{2} \partial_{x} \phi+k_{1}\left[G *\left(\frac{2}{3} u^{3}+u u_{x}^{2}\right)\right] \partial_{x} \phi\right.  \tag{2.6}\\
& \left.-\frac{1}{3} k_{1}\left[G * u_{x}^{3}\right] \phi+k_{2}\left[G *\left(u^{2}+\frac{1}{2} u_{x}^{2}\right)\right] \partial_{x} \phi\right\} d x d t+\int_{X} u_{0}(x) \phi(0, x) d x=0
\end{align*}
$$

for any smooth test function $\phi(t, x) \in C_{c}^{\infty}([0, T) \times X)$. If $u$ is a weak solution on $[0, T)$ for every $T>0$, then it is called a global weak solution.

The following theorem deals with the existence of periodic peakons for the gmCH equation (1.5) over a range of wave speeds. The proof's details can be found in the appendix.

Theorem 2.1. For wave speeds c satisfying the inequality in (1.16), the gmCH equation (1.5) with $k_{1} \neq 0$ possesses periodic peaked traveling-wave solutions of the form (1.14). These periodic peakons are global weak solutions to (2.1) in the sense of Definition 2.2.

Remark 2.1. Since the gmCH equation (1.5) is invariant under the transformation

$$
u \longmapsto-u, \quad k_{2} \longmapsto-k_{2},
$$

it suffices to consider the peakon (1.13) and periodic peakon (1.14) with the + sign in their amplitude formulas (1.15), (1.16), an assumption that, we emphasize, will hold for the remainder of the paper.

## 3. Stability of Peakons on the line

The purpose of this section is to establish the orbital stability for the single peakon solution (1.13), (1.15) to the gmCH equation. Here, we will only consider two cases: (i) $k_{1}>0, k_{2}>0$ and (ii) $k_{1}>0, k_{2} \leq 0$. On the one hand, it is easy to check that for cases (i) with $c>0$ and (ii), the amplitude $a>0$. That is, there are only peakons, and no anti-peakons. On the other hand, for case (i) with $-\frac{3}{8} k_{2}^{2} / k_{1} \leq c<0$, the amplitude $a<0$, which implies $\varphi_{c}$ is an anti-peakon traveling from right to left.

Clearly,

$$
\begin{equation*}
\max _{x \in \mathbb{R}}\left\{\left|\varphi_{c}(x)\right|\right\}=\left|\varphi_{c}(0)\right|=|a| \tag{3.1}
\end{equation*}
$$

In addition, a direct computation leads to

$$
\begin{equation*}
H_{1}\left[\varphi_{c}\right]=\left\|\varphi_{c}\right\|_{H^{1}}^{2}=2 a^{2}>0 \tag{3.2}
\end{equation*}
$$

and, using (1.7), (1.8),

$$
\begin{equation*}
H_{2}\left[\varphi_{c}\right]=k_{1} I_{1}\left[\varphi_{c}\right]+2 k_{2} I_{2}\left[\varphi_{c}\right]=\frac{4}{3} a^{3}\left(k_{1} a+2 k_{2}\right) \tag{3.3}
\end{equation*}
$$

Moreover, it is worth mentioning that in case (ii), $H_{2}\left[\varphi_{c}\right]>0$ is equivalent to the condition that the wave speed $c$ satisfies

$$
\begin{equation*}
c>\frac{2 k_{2}^{2}}{3 k_{1}} . \tag{3.4}
\end{equation*}
$$

We are now in a position to precisely formulate Theorem 1.1. For brevity, we will concentrate our attention on case (ii).

Theorem 3.1. Let $k_{1}>0$ and $k_{2} \leq 0$. Let $\varphi_{c}$ be the peaked soliton defined in (1.13), (1.15), with wave speed satisfying (3.4). Assume that $u_{0} \in H^{s}(\mathbb{R})$, $s>\frac{5}{2}$, satisfies $0 \not \equiv m_{0}(x)=$ $\left(1-\partial_{x}^{2}\right) u_{0}(x) \geq 0$. Then there exists $\delta_{0}>0$, depending on $k_{1}, k_{2}$, $c$, and $\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}$, such that if

$$
\left\|u_{0}-\varphi_{c}\right\|_{H^{1}(\mathbb{R})}<\delta, \quad 0<\delta<\delta_{0}
$$

then the corresponding positive solution $u(t, x)$ of the Cauchy problem for the gmCH equation (2.1) with initial data $u(0, x)=u_{0}(x)$ satisfies

$$
\sup _{t \in[0, T)}\left\|u(t, \cdot)-\varphi_{c}(\cdot-\xi(t))\right\|_{H^{1}(\mathbb{R})}<A \delta^{1 / 4}
$$

where $T>0$ is the maximal existence time, $\xi(t) \in \mathbb{R}$ is the point at which the solution $u(t, \cdot)$ achieves its maximum, and the constant $A>0$ depends on $k_{1}, k_{2}$, the wave speed $c$, and the norm $\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}$.
Remark 3.1. As a consequence of the convolution formula (2.2), the assumptions on the initial profile $m_{0}$ imply that $u_{0}$ is strictly positive, and therefore, according to Proposition 2.2, the resulting solution $u(t, x)$ is also positive.

The proof of this theorem is based on a series of lemmas. The first two are elementary, and their proofs can be found in [11, 32].

Lemma 3.1. For any $u \in H^{1}(\mathbb{R})$ and $\xi \in \mathbb{R}$, we have

$$
\begin{equation*}
H_{1}[u]-H_{1}\left[\varphi_{c}\right]=\left\|u-\varphi_{c}(\cdot-\xi)\right\|_{H^{1}(\mathbb{R})}^{2}+4 a(u(\xi)-a) \tag{3.5}
\end{equation*}
$$

Lemma 3.2. Let $u \in H^{s}(\mathbb{R}), s>\frac{5}{2}$. Assume $\left\|u-\varphi_{c}\right\|_{H^{1}(\mathbb{R})}<\delta$ with $0<\delta \ll 1$. Then

$$
\begin{equation*}
\left|H_{1}[u]-H_{1}\left[\varphi_{c}\right]\right| \leq B \delta \quad \text { and } \quad\left|H_{2}[u]-H_{2}\left[\varphi_{c}\right]\right| \leq B \delta \tag{3.6}
\end{equation*}
$$

where $B>0$ is a constant depending on $k_{1}, k_{2}, c$ and the norm $\|u\|_{H^{s}(\mathbb{R})}$.
Let us apply Lemmas 3.1 and 3.2 to the positive function $u(x)$ and the peakon $\varphi_{c}$ with positive amplitude $a$. Since (3.5) holds for any $\xi \in \mathbb{R}$, one can choose $\xi$ such that

$$
\begin{equation*}
u(\xi)=\max _{x \in \mathbb{R}}\{u(x)\}=M \tag{3.7}
\end{equation*}
$$

and thus

$$
\left\|u-\varphi_{c}(\cdot-\xi)\right\|_{H^{1}(\mathbb{R})}^{2}=\left(H_{1}[u]-H_{1}\left[\varphi_{c}\right]\right)-4 a(M-a)
$$

Since the functional $H_{1}[u]$ represents the kinetic energy of the wave profile $u \in H^{1}(\mathbb{R})$, Lemma 3.1 tells that if the energy $H_{1}[u]$ and height $M$ of a wave $u \in H^{1}(\mathbb{R})$ are close to the peakon's energy and height, then the entire shape of $u$ is close to that of the peakon. Furthermore, the peakon has maximal height among all waves of fixed energy. The same remarks also apply to the CH equation [11] and the mCH equation [32]. On the other hand, in view of Lemma 3.1 and 3.2, the key task for proving the orbital stability of peakon is to control the error term which represents the difference of the maximum of the perturbed solution and the maximum of the peakon. The following Lemma is crucial to establish the estimate of such a difference.

Lemma 3.3. Suppose that $k_{1}>0, k_{2} \leq 0$ and c satisfies (3.4). For $0<u(x) \in H^{s}(\mathbb{R})$, $s>\frac{5}{2}$, let $M=\max _{x \in \mathbb{R}}\{u(x)\}$. Then there exists a $\delta_{0}>0$ depending on $k_{1}, k_{2}$, $c$, and $\|u\|_{H^{s}(\mathbb{R})}$, such that if $\left\|u-\varphi_{c}\right\|_{H^{1}(\mathbb{R})}<\delta$ for $0<\delta<\delta_{0}$, then

$$
\begin{equation*}
0<H_{2}[u] \leq\left(\frac{4}{3} k_{1} M^{2}+2 k_{2} M\right) H_{1}[u]-\frac{4}{3} k_{1} M^{4}-\frac{4}{3} k_{2} M^{3} \tag{3.8}
\end{equation*}
$$

Proof. First, we define the real-valued function

$$
g(x)= \begin{cases}u(x)-u_{x}(x), & x<\xi \\ u(x)+u_{x}(x), & x>\xi\end{cases}
$$

where $\xi$ satisfies (3.7). It then follows from the proof of Lemma 2 in [11] that

$$
\begin{equation*}
\int_{\mathbb{R}} g^{2}(x) d x=H_{1}[u]-2 u^{2}(\xi)=H_{1}[u]-2 M^{2} \tag{3.9}
\end{equation*}
$$

Inspired by the approach in [32], we define the function

$$
h(x)= \begin{cases}k_{1}\left(u^{2}(x)-\frac{2}{3} u(x) u_{x}(x)-\frac{1}{3} u_{x}^{2}(x)\right)+2 k_{2} u(x), & x<\xi \\ k_{1}\left(u^{2}(x)+\frac{2}{3} u(x) u_{x}(x)-\frac{1}{3} u_{x}^{2}(x)\right)+2 k_{2} u(x), & x>\xi\end{cases}
$$

A direct computation then shows that

$$
\begin{aligned}
& \int_{\mathbb{R}} h(x) g^{2}(x) d x \\
&= \int_{-\infty}^{\xi}\left[k_{1}\left(u^{2}-\frac{2}{3} u u_{x}-\frac{1}{3} u_{x}^{2}\right)+2 k_{2} u\right] \cdot\left(u^{2}-2 u u_{x}+u_{x}^{2}\right) d x \\
&+\int_{\xi}^{\infty}\left[k_{1}\left(u^{2}+\frac{2}{3} u u_{x}-\frac{1}{3} u_{x}^{2}\right)+2 k_{2} u\right] \cdot\left(u^{2}+2 u u_{x}+u_{x}^{2}\right) d x \\
&= \int_{-\infty}^{\xi}\left[k_{1}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}\right)+2 k_{2}\left(u^{3}+u u_{x}^{2}\right)-\frac{8}{3} k_{1} u^{3} u_{x}-4 k_{2} u^{2} u_{x}\right] d x \\
&+\int_{\xi}^{\infty}\left[k_{1}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}\right)+2 k_{2}\left(u^{3}+u u_{x}^{2}\right)+\frac{8}{3} k_{1} u^{3} u_{x}+4 k_{2} u^{2} u_{x}\right] d x \\
&= k_{1} \int_{\mathbb{R}}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}\right) d x+2 k_{2} \int_{\mathbb{R}}\left(u^{3}+u u_{x}^{2}\right) d x \\
& \quad-\frac{8}{3} k_{1} \int_{-\infty}^{\xi} u^{3} u_{x} d x+\frac{8}{3} k_{1} \int_{\xi}^{\infty} u^{3} u_{x} d x-8 k_{2} \int_{-\infty}^{\xi} u^{2} u_{x} d x+8 k_{2} \int_{\xi}^{\infty} u^{2} u_{x} d x .
\end{aligned}
$$

Thus, by (1.7), (1.8),

$$
\begin{equation*}
\int_{\mathbb{R}} h(x) g^{2}(x) d x=\left(k_{1} I_{1}[u]+2 k_{2} I_{2}[u]\right)-\frac{4}{3} k_{1} M^{4}-\frac{8}{3} k_{2} M^{3}=H_{2}[u]-\frac{4}{3} k_{1} M^{4}-\frac{8}{3} k_{2} M^{3} . \tag{3.10}
\end{equation*}
$$

By our assumption, $k_{1}>0$ and $k_{2} \leq 0$, hence

$$
\begin{aligned}
h(x) & =k_{1}\left[u^{2}(x) \mp \frac{2}{3} u(x) u_{x}(x)-\frac{1}{3} u_{x}^{2}(x)\right]+2 k_{2} u(x) \\
& \leq \frac{4}{3} k_{1} u^{2}(x)+2 k_{2} u(x)=\left(\frac{4}{3} k_{1} u(x)+2 k_{2}\right) u(x)
\end{aligned}
$$

Noting that $u(x)>0$, we argue that if $M=\max _{x \in \mathbb{R}}\{u(x)\}$ satisfies

$$
\begin{equation*}
\frac{4}{3} k_{1} M+2 k_{2}>0, \tag{3.11}
\end{equation*}
$$

then, for $x \in \mathbb{R}$,

$$
\begin{equation*}
h(x) \leq u(x)\left(\frac{4}{3} k_{1} u(x)+2 k_{2}\right) \leq M\left(\frac{4}{3} k_{1} M+2 k_{2}\right)=\frac{4}{3} k_{1} M^{2}+2 k_{2} M, \tag{3.12}
\end{equation*}
$$

which is the crucial observation for the stability analysis of peakons. Indeed, in this case, plugging (3.9) and (3.12) into (3.10) produces

$$
\begin{aligned}
H_{2}[u]-\frac{4}{3} k_{1} M^{4}-\frac{8}{3} k_{2} M^{3}=\int_{\mathbb{R}} h(x) g^{2}(x) d x & \leq\left(\frac{4}{3} k_{1} M^{2}+2 k_{2} M\right) \int_{\mathbb{R}} g^{2}(x) d x \\
& =\left(\frac{4}{3} k_{1} M^{2}+2 k_{2} M\right) H_{1}[u]-\frac{8}{3} k_{1} M^{4}-4 k_{2} M^{3} .
\end{aligned}
$$

Therefore, (3.8) follows and the proof of the lemma will be complete.
To justify that (3.11) holds for $u$ sufficiently close to $\varphi_{c}$, we first note that, since $u(x)>0$, by the Cauchy-Schwarz inequality,
$I_{1}[u]=\int_{\mathbb{R}}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}\right) d x \leq \frac{4}{3} \int_{\mathbb{R}}\left(u^{4}+u^{2} u_{x}^{2}\right) d x \leq \frac{4}{3} M \int_{\mathbb{R}}\left(u^{3}+u u_{x}^{2}\right) d x=\frac{4}{3} M I_{2}[u]$.
Coupled with the fact that $I_{2}[u]>0$, we deduce that

$$
H_{2}[u] \leq\left(\frac{4}{3} k_{1} M+2 k_{2}\right) I_{2}[u] .
$$

On the other hand, in view of Lemma 3.2, if $\left\|u-\varphi_{c}\right\|_{H^{1}(\mathbb{R})}$ is small, then $H_{2}[u]$ is near $H_{2}\left[\varphi_{c}\right]$. We now conclude that if $H_{2}\left[\varphi_{c}\right]>0$, i.e. $c>\frac{2}{3} k_{2}^{2} / k_{1}$, there exists a $\delta_{0}>0$ depending on $k_{1}$, $k_{2}, c$ and $\|u\|_{H^{s}(\mathbb{R})}$ such that, for any $0<u(x) \in H^{s}(\mathbb{R}), s>\frac{5}{2}$, with $\left\|u-\varphi_{c}\right\|_{H^{1}(\mathbb{R})}<\delta$ for $0<\delta<\delta_{0}$, we have $H_{2}[u]>0$ and thus the condition (3.11) is verified.

Lemma 3.4. Suppose that $k_{1}>0, k_{2} \leq 0$, and c satisfies (3.4). Given $0<u(x) \in H^{s}(\mathbb{R})$ with $s>\frac{5}{2}$, let $M=\max _{x \in \mathbb{R}}\{u(x)\}$. Then there exists a $\delta_{0}>0$ depending on $k_{1}, k_{2}$, $c$, and $\|u\|_{H^{s}(\mathbb{R})}$, such that if $\left\|u-\varphi_{c}\right\|_{H^{1}(\mathbb{R})}<\delta, 0<\delta<\delta_{0}$, then

$$
|M-a|<A \delta^{1 / 2}
$$

where $A$ is a constant depending on $k_{1}, k_{2}, c$ and $\|u\|_{H^{s}(\mathbb{R})}$.
Proof. Due to (3.8) and formula (1.7) for $H_{2}[u]=k_{1} I_{1}[u]+2 k_{2} I_{2}[u]$, we have

$$
\begin{equation*}
k_{1}\left(M^{4}-H_{1}[u] M^{2}+\frac{3}{4} I_{1}[u]\right)+k_{2}\left(M^{3}-\frac{3}{2} H_{1}[u] M+\frac{3}{2} I_{2}[u]\right) \leq 0 \tag{3.13}
\end{equation*}
$$

Define the quartic polynomial

$$
\begin{equation*}
P(z)=k_{1}\left(z^{4}-H_{1}[u] z^{2}+\frac{3}{4} I_{1}[u]\right)+k_{2}\left(z^{3}-\frac{3}{2} H_{1}[u] z+\frac{3}{2} I_{2}[u]\right) \tag{3.14}
\end{equation*}
$$

Noticing that

$$
H_{1}\left[\varphi_{c}\right]=2 a^{2}, \quad I_{1}\left[\varphi_{c}\right]=\frac{4}{3} a^{4}, \quad I_{2}\left[\varphi_{c}\right]=\frac{4}{3} a^{3}
$$

one can define another quartic polynomial

$$
\begin{align*}
P_{0}(z) & =k_{1}\left(z^{4}-H_{1}\left[\varphi_{c}\right] z^{2}+\frac{3}{4} I_{1}\left[\varphi_{c}\right]\right)+k_{2}\left(z^{3}-\frac{3}{2} H_{1}\left[\varphi_{c}\right] z+\frac{3}{2} I_{2}\left[\varphi_{c}\right]\right) \\
& =\left[k_{1} z^{2}+\left(2 k_{1} a+k_{2}\right) z+a\left(k_{1} a+2 k_{2}\right)\right](z-a)^{2} . \tag{3.15}
\end{align*}
$$

A direct calculation using (3.14) and (3.15) shows that

$$
P_{0}(M)=P(M)+k_{1} M^{2}\left(H_{1}[u]-H_{1}\left[\varphi_{c}\right]\right)+\frac{3}{2} k_{2} M\left(H_{1}[u]-H_{1}\left[\varphi_{c}\right]\right)-\frac{3}{4}\left(H_{2}[u]-H_{2}\left[\varphi_{c}\right]\right)
$$

which together with $(3.4),(3.11),(3.13)$, and (3.15) implies

$$
\begin{align*}
a\left(k_{1} a+2 k_{2}\right)(M-a)^{2} & \leq\left(k_{1} M^{2}+\frac{3}{2} k_{2} M\right)\left(H_{1}[u]-H_{1}\left[\varphi_{c}\right]\right)-\frac{3}{4}\left(H_{2}[u]-H_{2}\left[\varphi_{c}\right]\right) \\
& \leq k_{1} M^{2}\left|H_{1}[u]-H_{1}\left[\varphi_{c}\right]\right|+\frac{3}{4}\left|H_{2}[u]-H_{2}\left[\varphi_{c}\right]\right| \tag{3.16}
\end{align*}
$$

On the other hand, since

$$
\begin{equation*}
H_{1}[u]-2 M^{2}=\int_{\mathbb{R}} g^{2}(x) d x \geq 0, \quad \text { we have } \quad 0<M^{2} \leq \frac{1}{2} H_{1}[u] \leq A \tag{3.17}
\end{equation*}
$$

where $A$ depends on $k_{1}, k_{2}, c$ and $\|u\|_{H^{s}(\mathbb{R})}$. Hence, in view of (3.16), (3.17), and Lemma 3.2 , we conclude that

$$
|M-a| \leq A \sqrt{A\left|H_{1}[u]-H_{1}\left[\varphi_{c}\right]\right|+\left|H_{2}[u]-H_{2}\left[\varphi_{c}\right]\right|} \leq A \delta^{1 / 2}
$$

This completes the proof of Lemma 3.4.
Proof of Theorem 3.1. Given initial data $u_{0}(x) \in H^{s}(\mathbb{R})$ satisfying the hypotheses, let $u \in C\left([0, T), H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T), H^{s-1}(\mathbb{R})\right)$ be the corresponding positive solution of the Cauchy problem (2.1) on the line, with maximal existence time $T>0$. Since $H_{1}$ and $H_{2}$ are both conserved, that means

$$
\begin{equation*}
H_{1}[u(t, \cdot)]=H_{1}\left[u_{0}\right] \quad \text { and } \quad H_{2}[u(t, \cdot)]=H_{2}\left[u_{0}\right], \quad t \in[0, T) \tag{3.18}
\end{equation*}
$$

Since the assumptions of Lemma 3.4 are satisfied for $u(t, \cdot), t \in[0, T)$, with a positive constant $A$ depending on $k_{1}, k_{2}, c$ and $\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}$, we have

$$
|u(t, \xi(t))-a|<A \delta^{1 / 2}, \quad t \in[0, T)
$$

where $u(t, \xi(t))=M(t)=\max _{x \in \mathbb{R}}\{u(t, x)\}$. Due to (3.18) and Lemma 3.1,

$$
\left\|u(t, \cdot)-\varphi_{c}(\cdot-\xi(t))\right\|_{H^{1}(\mathbb{R})}^{2}=H_{1}\left[u_{0}\right]-H_{1}\left[\varphi_{c}\right]-4 a(u(t, \xi(t))-a), \quad t \in[0, T)
$$

Combining the above estimates, we conclude that

$$
\| u(t, \cdot)-\varphi_{c}\left(\cdot-\xi(t) \|_{H^{1}(\mathbb{R})} \leq \sqrt{\left|H_{1}\left[u_{0}\right]-H_{1}\left[\varphi_{c}\right]\right|+4 a|u(t, \xi(t))-a|}<A \delta^{1 / 4}, \quad t \in[0, T)\right.
$$

which thus completes the proof of Theorem 3.1.

Remark 3.2. In the proof, it follows from the estimate (3.16) that the peakons are energy minimizers with a fixed invariant $H_{2}$, which reveals their stability. In fact, if $H_{2}[u]=H_{2}\left[\varphi_{c}\right]$, we deduce from (3.16) that $H_{1}[u] \geq H_{1}\left[\varphi_{c}\right]$. The same remark applies to the $C H, D P$, and $m C H$ equations and demonstrates that their peakons are also energy minimizers with corresponding fixed invariants [11, 26, 27, 32].

Next, for case (i) with positive wave speed $c$, we have the corresponding stability result.
Theorem 3.2. Assume that $k_{1}>0$ and $k_{2}>0$. Let $\varphi_{c}$ be the peaked soliton defined in (1.13), (1.15), traveling with speed $c>0$. Then $\varphi_{c}$ is orbitally stable in the following sense. Given initial data $u_{0} \in H^{s}(\mathbb{R})$, $s>\frac{5}{2}$, with $0 \not \equiv m_{0}(x)=\left(1-\partial_{x}^{2}\right) u_{0}(x) \geq 0$, there exists $\delta_{0}>0$, depending on $k_{1}, k_{2}, c$, and $\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}$, such that if

$$
\left\|u_{0}-\varphi_{c}\right\|_{H^{1}(\mathbb{R})}<\delta, \quad 0<\delta<\delta_{0}
$$

then the corresponding solution $u(t, x)$ of the Cauchy problem for the gmCH equation (2.1) satisfies

$$
\sup _{t \in[0, T)}\left\|u(t, \cdot)-\varphi_{c}(\cdot-\xi(t))\right\|_{H^{1}(\mathbb{R})}<A \delta^{1 / 4}
$$

where $T>0$ is the maximal existence time, $\xi(t) \in \mathbb{R}$ is the maximum point of the function $u(t, \cdot)$, and the constant $A>0$ depends on $k_{1}, k_{2}$, the wave speed $c$, and the norm $\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}$.

We first claim that, since $k_{1}>0$ and $k_{2}>0$, for the positive solution $u(t, x)$, the following key inequality holds:
$h(x)=k_{1}\left(u(x)^{2} \mp \frac{2}{3} u(x) u_{x}(x)-\frac{1}{3} u_{x}^{2}(x)\right)+2 k_{2} u(x) \leq \frac{4}{3} k_{1} u^{2}(x)+2 k_{2} u(x) \leq \frac{4}{3} k_{1} M^{2}+2 k_{2} M$.
With this in hand, the remainder of the proof is similar to that in our previous paper [32], and we omit it here for the sake of brevity.

Finally, invariance of the gmCH equation under the transformation $u \rightarrow-u$ immediately implies the corresponding stability result for anti-peakons.

Theorem 3.3. Let $k_{1}>0$ and $k_{2}>0$. Let $\varphi_{c}$ be the peaked soliton defined in (1.13), (1.15), traveling with speed $-\frac{3}{8} k_{2}^{2} / k_{1} \leq c<0$. Then $\varphi_{c}$ is orbitally stable in the following sense. Given initial data $u_{0} \in H^{s}(\mathbb{R})$, $s>\frac{5}{2}$, satisfying $0 \not \equiv m_{0}(x)=\left(1-\partial_{x}^{2}\right) u_{0}(x) \leq 0$, there exists $\delta_{0}>0$, depending on $k_{1}, k_{2}, c$, and $\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}$, such that if

$$
\left\|u_{0}-\varphi_{c}\right\|_{H^{1}(\mathbb{R})}<\delta, \quad 0<\delta<\delta_{0}
$$

then the corresponding solution $u(t, x)$ of the Cauchy problem for the gmCH equation (2.1) satisfies

$$
\sup _{t \in[0, T)}\left\|u(t, \cdot)-\varphi_{c}(\cdot-\xi(t))\right\|_{H^{1}(\mathbb{R})}<A \delta^{1 / 4}
$$

where $T>0$ is the maximal existence time, $\xi(t) \in \mathbb{R}$ is the minimum point of the solution $u(t, \cdot)$, and the constant $A>0$ depends on $k_{1}, k_{2}$, the wave speed $c$, and the norm $\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}$.

## 4. Stability of Periodic Peakons

In this section, we study the orbital stability of the periodic peakons (1.14), (1.16) of the gmCH equation (2.1). We will identify functions on $\mathbb{S}^{1}=\mathbb{R} / \mathbb{Z}$ as periodic functions on the whole line of period one. Hence, we write the periodic peakon in the form

$$
\begin{equation*}
\psi_{c}(t, x)=a \psi(x-c t) \tag{4.1}
\end{equation*}
$$

where, in view of Remark 2.1, $a$ is defined by (1.16) with the $+\operatorname{sign}$, while $\psi(x)$ represents the 1 -periodic function such that

$$
\begin{equation*}
\psi(x)=\cosh \left(\frac{1}{2}-x\right) \quad \text { for } \quad 0 \leq x<1 \tag{4.2}
\end{equation*}
$$

As before, we will consider two cases: (i) $k_{1}>0, k_{2}>0$, and (ii) $k_{1}>0, k_{2} \leq 0$. Note that the case (i) contains periodic peakons with both positive amplitude and negative amplitude, whereas in case (ii), they have only positive amplitude.

According to (4.2), $\psi(x)$ is continuous on $\mathbb{S}^{1}$ with peak at $x=0$, and hence, for the periodic peakon with positive amplitude $a$, its maximum and minimum values are, respectively,

$$
\begin{equation*}
M_{\psi_{c}}=\max _{x \in \mathbb{S}^{1}}\left\{\psi_{c}(x)\right\}=a \psi(0)=a \cosh \frac{1}{2}, \quad L_{\psi_{c}}=\min _{x \in \mathbb{S}^{1}}\left\{\psi_{c}(x)\right\}=a \psi\left(\frac{1}{2}\right)=a \tag{4.3}
\end{equation*}
$$

On the other hand, $\psi(x)$ is smooth on $(0,1)$, and satisfies

$$
\begin{equation*}
\psi^{\prime}(x)=-\sinh \left(\frac{1}{2}-x\right), \quad \psi^{\prime \prime}(x)=\psi(x)-2 \sinh \frac{1}{2} \delta(x) \tag{4.4}
\end{equation*}
$$

where $\delta$ denotes the Dirac distribution. Thus, by direct evaluation, the values of the conservation laws for the periodic peakon (4.1) are given by

$$
\begin{align*}
& H_{0}\left[\psi_{c}\right]=a \int_{\mathbb{S}^{1}} \cosh \left(\frac{1}{2}-x\right) d x=2 a \sinh \frac{1}{2} \\
& H_{1}\left[\psi_{c}\right]=a^{2} \int_{\mathbb{S}^{1}}\left(\psi^{2}+\psi_{x}^{2}\right) d x=a^{2} \int_{\mathbb{S}^{1}}\left(\psi^{2}-\psi_{x x} \psi\right) d x=2 a^{2} \sinh \frac{1}{2} \cosh \frac{1}{2} \tag{4.5}
\end{align*}
$$

Furthermore,

$$
\begin{aligned}
I_{1}\left[\psi_{c}\right] & =a^{4} \int_{\mathbb{S}^{1}}\left(\psi^{4}+2 \psi^{2} \psi_{x}^{2}-\frac{1}{3} \psi_{x}^{4}\right) d x=a^{4} \int_{-\frac{1}{2}}^{\frac{1}{2}}\left(\cosh ^{4} x+2 \cosh ^{2} x \sinh ^{2} x-\frac{1}{3} \sinh ^{4} x\right) d x \\
& =a^{4} \int_{-\frac{1}{2}}^{\frac{1}{2}}\left(\frac{1}{3} \cosh (4 x)+\frac{2}{3} \cosh (2 x)\right) d x=\frac{2}{3} a^{4} \sinh \frac{1}{2}\left(2 \cosh ^{3} \frac{1}{2}+\cosh \frac{1}{2}\right), \\
I_{2}\left[\psi_{c}\right] & =a^{3} \int_{\mathbb{S}^{1}}\left(\psi^{3}+\psi \psi_{x}^{2}\right) d x=a^{3} \int_{-\frac{1}{2}}^{\frac{1}{2}}\left(\cosh (3 x)-2 \cosh x \sinh ^{2} x\right) d x \\
& =2 a^{3}\left(\frac{2}{3} \sinh ^{3} \frac{1}{2}+\sinh \frac{1}{2}\right),
\end{aligned}
$$

and hence

$$
\begin{align*}
H_{2}\left[\psi_{c}\right] & =k_{1} I_{1}\left[\psi_{c}\right]+2 k_{2} I_{2}\left[\psi_{c}\right] \\
& =\frac{2}{3} k_{1} a^{4} \sinh \frac{1}{2}\left(2 \cosh ^{3} \frac{1}{2}+\cosh \frac{1}{2}\right)+4 k_{2} a^{3}\left(\frac{2}{3} \sinh ^{3} \frac{1}{2}+\sinh \frac{1}{2}\right) \tag{4.6}
\end{align*}
$$

The following result is a reformulated version of the second case (1.19) of Theorem 1.2.
Theorem 4.1. Assume that $k_{1}>0$ and $k_{2} \leq 0$. Let $\psi_{c}$ be the periodic peaked soliton defined in (4.1) with the traveling wave speed $c$ satisfying the inequality in (1.19). Then $\psi_{c}$ is orbitally stable in the following sense. Suppose that $u_{0} \in H^{s}\left(\mathbb{S}^{1}\right)$, $s>\frac{5}{2}$, with $0 \not \equiv m_{0}=$ $\left(1-\partial_{x}^{2}\right) u_{0}(x) \geq 0$. Let $T>0$ be the maximal existence time of the corresponding periodic solution $u(t, x) \in C\left([0, T), H^{s}\left(\mathbb{S}^{1}\right)\right)$ with initial data $u_{0}$. Then, for every $\epsilon>0$, there is a $\delta>0$ such that if

$$
\left\|u_{0}-\psi_{c}\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\delta
$$

then

$$
\left\|u(t, \cdot)-\psi_{c}(\cdot-\xi(t))\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\epsilon \quad \text { for } \quad t \in[0, T)
$$

where $\xi(t)$ is any point where the function $u(t, \cdot)$ attains its maximum.
Remark 4.1. Due to the convolution formula (2.2) with the Green's function (2.4), the assumption on $m_{0}$ implies that $u_{0}$ is strictly positive, and hence, by Proposition 2.2, the corresponding solution $u(t, x)$ is also strictly positive.

The proof of Theorem 4.1 will be carried out through a series of lemmas. We first consider the expansion of the conservation law $H_{1}$ around the peakon $\psi_{c}$ in the $H^{1}\left(\mathbb{S}^{1}\right)$-norm.

Lemma 4.1. For any $u \in H^{1}\left(\mathbb{S}^{1}\right)$ and $\xi \in \mathbb{R}$, we have

$$
\begin{equation*}
H_{1}[u]-H_{1}\left[\psi_{c}\right]=\left\|u-\psi_{c}(\cdot-\xi)\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}^{2}+4 a \sinh \left(\frac{1}{2}\right)\left(u(\xi)-M_{\psi_{c}}\right) . \tag{4.7}
\end{equation*}
$$

Proof. Using the second formulas in (4.4) and (4.5), we calculate

$$
\begin{aligned}
\| u-\psi_{c}(\cdot & -\xi) \|_{H^{1}\left(\mathbb{S}^{1}\right)}^{2}=\int_{\mathbb{S}^{1}}\left(u(x)-\psi_{c}(x-\xi)\right)^{2} d x+\int_{\mathbb{S}^{1}}\left(u_{x}(x)-\partial_{x} \psi_{c}(x-\xi)\right)^{2} d x \\
& =H_{1}[u]+H_{1}\left[\psi_{c}\right]-2 a \int_{\mathbb{S}^{1}} u(x+\xi) \psi(x) d x+2 a \int_{\mathbb{S}^{1}} u(x+\xi) \psi_{x x}(x) d x \\
& =H_{1}[u]+H_{1}\left[\psi_{c}\right]-4 a \sinh \left(\frac{1}{2}\right) u(\xi) \\
& =H_{1}[u]-H_{1}\left[\psi_{c}\right]-4 a \sinh \left(\frac{1}{2}\right)\left(u(\xi)-a \cosh \frac{1}{2}\right) \\
& =H_{1}[u]-H_{1}\left[\psi_{c}\right]-4 a \sinh \left(\frac{1}{2}\right)\left(u(\xi)-M_{\psi_{c}}\right),
\end{aligned}
$$

which establishes (4.7).
Next, we state, without proof, a periodic version of Lemma 3.2, establishing the continuity of the three conservation laws (1.7), (1.20), in the $H^{1}$-norm.

Lemma 4.2. Let $u \in H^{s}\left(\mathbb{S}^{1}\right), s>\frac{5}{2}$. Assume $\left\|u-\psi_{c}\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\delta$ with $0<\delta \ll 1$. Then

$$
\left|H_{i}[u]-H_{i}\left[\psi_{c}\right]\right| \leq C \delta, \quad i=0,1,2,
$$

where $C>0$ is a constant depending on $k_{1}, k_{2}, c>0$ and $\|u\|_{H^{s}\left(\mathbb{S}^{1}\right)}$.
To proceed, it is observed from (4.4) that the periodic peakon $\psi_{c}$ satisfies the following differential equation

$$
\partial_{x} \psi_{c}(x)= \begin{cases}-\sqrt{\psi_{c}^{2}-L_{\psi_{c}}^{2}}, & 0<x \leq \frac{1}{2},  \tag{4.8}\\ \sqrt{\psi_{c}^{2}-L_{\psi_{c}}^{2}}, & \frac{1}{2} \leq x<1 .\end{cases}
$$

Let $0<u(x) \in H^{s}\left(\mathbb{S}^{1}\right) \subset C^{2}\left(\mathbb{S}^{1}\right), s>\frac{5}{2}$, and write

$$
M=M_{u}=\max _{x \in \mathbb{S}^{1}}\{u(x)\}=u(\xi), \quad L=L_{u}=\min _{x \in \mathbb{S}^{1}}\{u(x)\}=u(\eta),
$$

for some $\xi, \eta \in \mathbb{S}^{1}$. We now define the real function

$$
g(x)= \begin{cases}u_{x}+\sqrt{u^{2}-L^{2}}, & \xi<x \leq \eta,  \tag{4.9}\\ u_{x}-\sqrt{u^{2}-L^{2}}, & \eta \leq x<\xi+1,\end{cases}
$$

which is extended periodically to the entire line. A direct computation [23] yields

$$
\begin{equation*}
\int_{\mathbb{S}_{1}} g^{2}(x) d x=2 L^{2} \log \left(\frac{M+\sqrt{M^{2}-L^{2}}}{L}\right)-2 M \sqrt{M^{2}-L^{2}}-L^{2}+H_{1}[u] . \tag{4.10}
\end{equation*}
$$

In addition, motivated by [32], we define the another auxiliary real function

$$
h(x)= \begin{cases}k_{1}\left(u^{2}+\frac{2}{3} u_{x} \sqrt{u^{2}-L^{2}}-\frac{1}{3} u_{x}^{2}-L^{2}\right)+2 k_{2} u, & \xi<x \leq \eta,  \tag{4.11}\\ k_{1}\left(u^{2}-\frac{2}{3} u_{x} \sqrt{u^{2}-L^{2}}-\frac{1}{3} u_{x}^{2}-L^{2}\right)+2 k_{2} u, & \eta \leq x<\xi+1\end{cases}
$$

and extend it periodically to the entire line. Then

$$
\begin{array}{rl}
\int_{\mathbb{S} 1} & h(x) g^{2}(x) d x \\
= & \int_{\xi}^{\eta}\left(k_{1}\left(u^{2}+\frac{2}{3} u_{x} \sqrt{u^{2}-L^{2}}-\frac{1}{3} u_{x}^{2}-L^{2}\right)+2 k_{2} u\right)\left(u_{x}+\sqrt{u^{2}-L^{2}}\right)^{2} d x \\
& \quad+\int_{\eta}^{\xi+1}\left(k_{1}\left(u^{2}-\frac{2}{3} u_{x} \sqrt{u^{2}-L^{2}}-\frac{1}{3} u_{x}^{2}-L^{2}\right)+2 k_{2} u\right)\left(u_{x}-\sqrt{u^{2}-L^{2}}\right)^{2} d x \\
& =J_{1}+J_{2}
\end{array}
$$

A straightforward computation leads to

$$
\begin{aligned}
& J_{1}=\int_{\xi}^{\eta} k_{1}\left(u^{2}+\frac{2}{3} u_{x} \sqrt{u^{2}-L^{2}}-\frac{1}{3} u_{x}^{2}-L^{2}\right)\left(u_{x}^{2}+2 u_{x} \sqrt{u^{2}-L^{2}}+u^{2}-L^{2}\right) d x \\
&+\int_{\xi}^{\eta} 2 k_{2} u\left(u_{x}^{2}+2 u_{x} \sqrt{u^{2}-L^{2}}+u^{2}-L^{2}\right) d x \\
&=k_{1} \int_{\xi}^{\eta}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}\right) d x-k_{1} L^{2} \int_{\xi}^{\eta}\left(u^{2}+u_{x}^{2}\right) d x-k_{1} L^{2} \int_{\xi}^{\eta} g^{2}(x) d x \\
&+\frac{8}{3} k_{1} \int_{\xi}^{\eta} u^{2} u_{x} \sqrt{u^{2}-L^{2}} d x-\frac{2}{3} k_{1} L^{2} \int_{\xi}^{\eta} u_{x} \sqrt{u^{2}-L^{2}} d x \\
&+2 k_{2} \int_{\xi}^{\eta}\left(u^{3}+u u_{x}^{2}\right) d x+4 k_{2} \int_{\xi}^{\eta} u u_{x} \sqrt{u^{2}-L^{2}} d x-2 k_{2} L^{2} \int_{\xi}^{\eta} u d x
\end{aligned}
$$

Using the identities

$$
\begin{aligned}
u^{2} u_{x} \sqrt{u^{2}-L^{2}} & =\frac{1}{4} \frac{d}{d x}\left(u\left(u^{2}-L^{2}\right)^{3 / 2}\right)+\frac{1}{4} L^{2} u_{x} \sqrt{u^{2}-L^{2}} \\
u u_{x} \sqrt{u^{2}-L^{2}} & =\frac{1}{3} \frac{d}{d x}\left(u^{2}-L^{2}\right)^{3 / 2}
\end{aligned}
$$

we find

$$
\begin{aligned}
J_{1}= & k_{1} \int_{\xi}^{\eta}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}\right) d x-k_{1} L^{2} \int_{\xi}^{\eta}\left(u^{2}+u_{x}^{2}\right) d x-k_{1} L^{2} \int_{\xi}^{\eta} g^{2}(x) d x \\
& -\frac{2}{3} k_{1} M\left(M^{2}-L^{2}\right)^{3 / 2}+2 k_{2} \int_{\xi}^{\eta}\left(u^{3}+u u_{x}^{2}\right) d x-\frac{4}{3} k_{2}\left(M^{2}-L^{2}\right)^{3 / 2}-2 k_{2} L^{2} \int_{\xi}^{\eta} u d x
\end{aligned}
$$

In a similar manner, we have

$$
\begin{aligned}
& J_{2}=k_{1} \int_{\eta}^{\xi+1}\left(u^{4}+2 u^{2} u_{x}^{2}-\frac{1}{3} u_{x}^{4}\right) d x-k_{1} L^{2} \int_{\eta}^{\xi+1}\left(u^{2}+u_{x}^{2}\right) d x-k_{1} L^{2} \int_{\eta}^{\xi+1} g^{2}(x) d x \\
& -\frac{2}{3} k_{1} M\left(M^{2}-L^{2}\right)^{3 / 2}+2 k_{2} \int_{\eta}^{\xi+1}\left(u^{3}+u u_{x}^{2}\right) d x-\frac{4}{3} k_{2}\left(M^{2}-L^{2}\right)^{3 / 2}-2 k_{2} L^{2} \int_{\eta}^{\xi+1} u d x
\end{aligned}
$$

Recalling the definitions (1.7) of $H_{1}[u], H_{2}[u]$,

$$
\begin{align*}
& \int_{\mathbb{S}^{1}} h(x) g^{2}(x) d x= k_{1} I_{1}[u]- \\
& k_{1} L^{2} H_{1}[u]-k_{1} L^{2} \int_{\mathbb{S}^{1}} g^{2}(x) d x-\frac{4}{3} k_{1} M\left(M^{2}-L^{2}\right)^{3 / 2}  \tag{4.12}\\
&+2 k_{2} I_{2}[u]-\frac{8}{3} k_{2}\left(M^{2}-L^{2}\right)^{3 / 2}-2 k_{2} L^{2} \int_{\mathbb{S}^{1}} u d x \\
&=-k_{1} L^{2} \int_{\mathbb{S}^{1}} g^{2}(x) d x-\frac{4}{3} k_{1} M\left(M^{2}-L^{2}\right)^{3 / 2}-\frac{8}{3} k_{2}\left(M^{2}-L^{2}\right)^{3 / 2} \\
&+H_{2}[u]-k_{1} L^{2} H_{1}[u]-2 k_{2} L^{2} H_{0}[u]
\end{align*}
$$

The assumption $k_{1}>0$ and $k_{2} \leq 0$ implies

$$
\begin{aligned}
h(x) & =k_{1}\left(u^{2}(x) \pm \frac{2}{3} u_{x}(x) \sqrt{u^{2}(x)-L^{2}}-\frac{1}{3} u_{x}^{2}(x)-L^{2}\right)+2 k_{2} u(x) \\
& \leq k_{1}\left(\frac{4}{3} u^{2}(x)-\frac{4}{3} L^{2}\right)+2 k_{2} u(x)=u(x)\left(\frac{4}{3} k_{1} u(x)+2 k_{2}\right)-\frac{4}{3} k_{1} L^{2} .
\end{aligned}
$$

This, if the positive function $u(x)$ with minimum $L$ satisfies

$$
\begin{equation*}
\frac{4}{3} k_{1} L+2 k_{2}>0 \tag{4.13}
\end{equation*}
$$

then

$$
\begin{equation*}
h(x) \leq M\left(\frac{4}{3} k_{1} M+2 k_{2}\right)-\frac{4}{3} k_{1} L^{2}=\frac{4}{3} k_{1}\left(M^{2}-L^{2}\right)+2 k_{2} M \tag{4.14}
\end{equation*}
$$

Since $u(x)>0$, the convolution formula (2.2), (2.4) implies that

$$
\begin{equation*}
L=\min _{x \in \mathbb{S}^{1}}\{u(x)\} \geq \frac{1}{2 \sinh \frac{1}{2}} \int_{\mathbb{S}^{1}} m(z) d z=\frac{H_{0}[u]}{2 \sinh \frac{1}{2}} . \tag{4.15}
\end{equation*}
$$

Note that the equation holds at $u(x)=\psi_{c}(x)$. On the other hand, thanks to Lemma 4.2, we argue that if

$$
\begin{equation*}
\frac{2}{3 \sinh \frac{1}{2}} k_{1} H_{0}\left[\psi_{c}\right]+2 k_{2}>0 \tag{4.16}
\end{equation*}
$$

then there is a $\delta>0$ small enough, such that for $u(x)$ satisfying $\left\|u-\psi_{c}\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\delta$, one has

$$
\frac{2}{3 \sinh \frac{1}{2}} k_{1} H_{0}[u]+2 k_{2}>0
$$

which, along with (4.15), leads to (4.13) and

$$
\frac{4}{3} k_{1} u(x)+2 k_{2}>0, \quad x \in \mathbb{S}^{1}
$$

and this establishes the inequality (4.14). In view of (4.5), the inequality (4.16) is equivalent to the following inequality about the amplitude $a$ :

$$
\frac{4}{3} k_{1} a+2 k_{2}>0
$$

which implies that the wave speed $c$ satisfies

$$
c>\frac{3 k_{2}^{2}}{4 k_{1}}\left(2 \cosh ^{2} \frac{1}{2}-2 \cosh \frac{1}{2}+1\right)
$$

In view of (4.12) and (4.14), we obtain

$$
\begin{aligned}
&-k_{1} L^{2} \int_{\mathbb{S}^{1}} g^{2}(x) d x-\frac{4}{3} k_{1} M\left(M^{2}-L^{2}\right)^{3 / 2}-\frac{8}{3} k_{2}\left(M^{2}-L^{2}\right)^{3 / 2}+H_{2}[u]-k_{1} L^{2} H_{1}[u] \\
&- 2 k_{2} L^{2} H_{0}[u] \leq \frac{4}{3} k_{1}\left(M^{2}-L^{2}\right) \int_{\mathbb{S}^{1}} g^{2}(x) d x+2 k_{2} M \int_{\mathbb{S}^{1}} g^{2}(x) d x
\end{aligned}
$$

which, combined with (4.10), yields the following inequality:

$$
\begin{align*}
0 \leq F_{u}(M, L)= & \left(k_{1}\left(\frac{4}{3} M^{2}-\frac{1}{3} L^{2}\right)+2 k_{2} M\right)\left(2 L^{2} \log \frac{M+\sqrt{M^{2}-L^{2}}}{L}\right) \\
& -2 M \sqrt{M^{2}-L^{2}}-L^{2}+\frac{4}{3} k_{1} M\left(M^{2}-L^{2}\right)^{3 / 2}+\frac{8}{3} k_{2}\left(M^{2}-L^{2}\right)^{3 / 2}  \tag{4.17}\\
& -H_{2}[u]+\left(k_{1}\left(\frac{4}{3} M^{2}+\frac{2}{3} L^{2}\right)+2 k_{2} M\right) H_{1}[u]+2 k_{2} L^{2} H_{0}[u]
\end{align*}
$$

Note that the function $F_{u}$ depends on $u$ only through the values of the three conservation laws $H_{0}[u], H_{1}[u], H_{2}[u]$. This establishes the following lemma.

Lemma 4.3. Assume that $k_{1}>0$ and $k_{2} \leq 0$. Then, for wave speed $c$ satisfying (1.19), there exists $\delta>0$ such that if $\left\|u-\psi_{c}\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\delta$, then

$$
k_{1} H_{0}[u]+3 k_{2} \sinh \frac{1}{2}>0 \quad \text { and } \quad F_{u}\left(M_{u}, L_{u}\right) \geq 0
$$

where $M_{u}=\max _{x \in \mathbb{S}^{1}}\{u(x)\}, \quad L_{u}=\min _{x \in \mathbb{S}^{1}}\{u(x)\}$.
The next lemma summarizes some properties of the function (4.17) when $u$ is the periodic peakon $\psi_{c}$.
Lemma 4.4. Assume that $k_{1}>0, k_{2} \leq 0$ and the wave speed c satisfies (1.19). Then

$$
\begin{align*}
F_{\psi_{c}}\left(M_{\psi_{c}}, L_{\psi_{c}}\right) & =0, \quad \frac{\partial F_{\psi_{c}}}{\partial M}\left(M_{\psi_{c}}, L_{\psi_{c}}\right)=0, \quad \frac{\partial F_{\psi_{c}}}{\partial L}\left(M_{\psi_{c}}, L_{\psi_{c}}\right)=0 \\
\frac{\partial^{2} F_{\psi_{c}}}{\partial M^{2}}\left(M_{\psi_{c}}, L_{\psi_{c}}\right) & =-\frac{32}{3} k_{1} a^{2} \sinh \frac{1}{2} \cosh \frac{1}{2}-8 k_{2} a \sinh \frac{1}{2}  \tag{4.18}\\
\frac{\partial^{2} F_{\psi_{c}}}{\partial M \partial L}\left(M_{\psi_{c}}, L_{\psi_{c}}\right) & =0 \\
\frac{\partial^{2} F_{\psi_{c}}}{\partial L^{2}}\left(M_{\psi_{c}}, L_{\psi_{c}}\right) & =-\frac{16}{3} k_{1} a^{2} \sinh \frac{1}{2} \cosh \frac{1}{2}-8 k_{2} a \sinh \frac{1}{2}
\end{align*}
$$

where $M_{\psi_{c}}=\max _{x \in \mathbb{S}^{1}}\left\{\psi_{c}(x)\right\}$ and $L_{\psi_{c}}=\min _{x \in \mathbb{S}^{1}}\left\{\psi_{c}(x)\right\}$. Moreover, $\left(M_{\psi_{c}}, L_{\psi_{c}}\right)$ is an isolated local maximum of $F_{\psi_{c}}$.

Proof. The expressions in (4.18) are obtained by a straightforward computation. The wave speed condition (1.19) is equivalent to the amplitude inequality $a>-\frac{3}{2} k_{2} / k_{1}$, which in turn implies that the Hessian matrix of $F_{\psi_{c}}$ at the critical point $\left(M_{\psi_{c}}, L_{\psi_{c}}\right)$ is diagonal and negative definite, which establishes its status as an isolated local maximum.
Lemma 4.5. [23] For any $v \in H^{1}\left(\mathbb{S}^{1}\right)$, we have

$$
\begin{equation*}
\max _{x \in \mathbb{S}^{1}}|v(x)| \leq \sqrt{\frac{1}{2} \operatorname{coth} \frac{1}{2}}\|v\|_{H^{1}\left(\mathbb{S}^{1}\right)} \tag{4.19}
\end{equation*}
$$

Moreover, $\sqrt{\frac{1}{2} \operatorname{coth} \frac{1}{2}}$ is the best constant, and equality holds if and only if $v=\psi_{c}(\cdot-\xi)$ for some $c>0$ and $\xi \in \mathbb{R}$, that is, if and only if $v$ has the profile of a peakon.
Lemma 4.6. [23] If $u \in C\left([0, T), H^{1}\left(\mathbb{S}^{1}\right)\right)$, then its spatial maximum and minimum values,

$$
M_{u(t)}=\max _{x \in \mathbb{S}^{1}}\{u(t, x)\}, \quad L_{u(t)}=\min _{x \in \mathbb{S}^{1}}\{u(t, x)\}
$$

are continuous functions of $t \in[0, T)$.
Lemma 4.7. Assume that $k_{1}>0, k_{2} \leq 0$, and the wave speed $c$ satisfies (1.19). Then there exist a small neighborhood $\mathcal{U} \subset \mathbb{R}^{2}$ of $\left(M_{\psi_{c}}, L_{\psi_{c}}\right)$ and a $\delta>0$ such that whenever $u \in C\left([0, T), H^{s}\left(\mathbb{S}^{1}\right)\right), s>\frac{5}{2}$, is a periodic solution of the $g m C H$ equation (2.1) with initial data $u_{0}=u(0, \cdot)$ satisfying $m_{0}=\left(1-\partial_{x}^{2}\right) u_{0}(x) \geq 0$ and $\left\|u_{0}-\psi_{c}\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\delta$, then

$$
\begin{equation*}
\left(M_{u(t)}, L_{u(t)}\right) \in \mathcal{U}, \quad \text { for all } \quad t \in[0, T) \tag{4.20}
\end{equation*}
$$

Proof. According to Lemma 4.4, $\left(M_{\psi_{c}}, L_{\psi_{c}}\right)$ is an isolated local maximum of $F_{\psi_{c}}(M, L)$, and hence there exist neighborhoods $\mathcal{U} \subset \mathcal{V} \subset \mathbb{R}^{2}$ of $\left(M_{\psi_{c}}, L_{\psi_{c}}\right)$ and a constant $\alpha>0$ such that

$$
F_{\psi_{c}}(M, L) \leq-\alpha<0, \quad \text { for } \quad(M, L) \in \mathcal{V} \backslash \mathcal{U}
$$

Lemma 4.2 implies continuity of the conserved functionals $H_{0}, H_{1}, H_{2}$ with respect to the $H^{1}\left(\mathbb{S}^{1}\right)$-norm. Thus, if $u_{0} \in H^{s}\left(\mathbb{S}^{1}\right), s>\frac{5}{2}$, is a small perturbation of $\psi_{c}$ in the $H^{1}\left(\mathbb{S}^{1}\right)$ norm such that $H_{j}\left[u_{0}\right]=H_{j}\left[\psi_{c}\right]+\epsilon_{j}$ for $j=0,1,2$, then the corresponding function (4.17), namely

$$
F_{u_{0}}(M, L)=F_{\psi_{c}}(M, L)+2 k_{2} L^{2} \epsilon_{0}+\left(k_{1}\left(\frac{4}{3} M^{2}-\frac{1}{3} L^{2}\right)+2 k_{2} M\right) \epsilon_{1}-\epsilon_{2}
$$

is a small perturbation of $F_{\psi_{c}}$. Thus, by choosing $\epsilon_{0}, \epsilon_{1}, \epsilon_{2}$ small enough, one ensures that

$$
\begin{equation*}
\left\{(M, L) \in \mathcal{V} \mid F_{u_{0}}(M, L) \geq 0\right\} \subset \mathcal{U} \tag{4.21}
\end{equation*}
$$

Hence, for $\delta>0$ sufficiently small, if $\left\|u_{0}-\psi_{c}\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\delta$, then $\left(M_{\psi_{c}}, L_{\psi_{c}}\right) \in \mathcal{U}$. Let $u(t, x)$ be the corresponding periodic solution with initial data $u_{0}$. Lemmas 4.6 and 4.3 imply that $M_{u(t)}$ and $L_{u(t)}$ are continuous functions of $t \in[0, T)$ and that $F_{u(t)}\left(M_{u(t)}, L_{u(t)}\right) \geq 0$ for $t \in[0, T)$. This immediately implies that (4.20) holds, completing the proof.

Proof of Theorem 4.1. Let $u \in C\left([0, T), H^{s}\left(\mathbb{S}^{1}\right)\right), s \geq \frac{5}{2}$, be a periodic solution of the gmCH equation (2.1) with the initial data $m_{0}(x)=\left(1-\partial_{x}^{2}\right) u_{0}(x) \geq 0$. Given $\epsilon>0$, let $\mathcal{U}$ be a sufficiently small neighborhood of $\left(M_{\psi_{c}}, L_{\psi_{c}}\right)$ such that

$$
\left|M-M_{\psi_{c}}\right|<\frac{\epsilon^{2}}{8 a}, \quad \text { whenever } \quad(M, L) \in \mathcal{U}
$$

Choose $\delta>0$ as in Lemma 4.7 so that (4.20) holds. Decreasing $\delta$ as necessary, we may also assume that

$$
\left|H_{1}[u]-H_{1}\left[\psi_{c}\right]\right|<\frac{1}{2} \epsilon^{2}, \quad \text { provided } \quad\left\|u(0, \cdot)-\psi_{c}\right\|_{H^{1}\left(S^{1}\right)}<\delta
$$

Using Lemma 4.1, we conclude that, for $t \in[0, T)$,

$$
\begin{aligned}
\left\|u(t, \cdot)-\psi_{c}(\cdot-\xi(t))\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}^{2} & =H_{1}[u]-H_{1}\left[\psi_{c}\right]-4 a\left(u(t, \xi(t))-M_{\psi_{c}}\right) \\
& \leq\left|H_{1}[u]-H_{1}\left[\psi_{c}\right]\right|+4 a\left|M_{u(t)}-M_{\psi_{c}}\right|<\epsilon^{2}
\end{aligned}
$$

where $\xi(t) \in \mathbb{R}$ is any point where $u(t, \xi(t))=M_{u(t)}$.
Finally, we state the corresponding results in the case $k_{1}>0$ and $k_{2}>0$, with positive and negative wave speeds, respectively. Theorems 4.2 and 4.3 are proved in a similar manner to the approach given in $[23,32]$, so we omit the details here.

Theorem 4.2. Assume that $k_{1}>0$ and $k_{2}>0$. Let $\psi_{c}$ be the peaked soliton defined in (4.1) with the traveling wave speed $c>0$. Then $\psi_{c}$ is orbitally stable in the following sense. Suppose that $u_{0} \in H^{s}\left(\mathbb{S}^{1}\right), s>\frac{5}{2}$, with $0 \not \equiv m_{0}(x)=\left(1-\partial_{x}^{2}\right) u_{0}(x) \geq 0$. Let $T>0$ be the maximal existence time of the corresponding periodic solution $u(t, x) \in C\left([0, T), H^{s}\left(\mathbb{S}^{1}\right)\right)$ to the initial data $u_{0}$. For every $\epsilon>0$, there is a $\delta>0$ such that if $\left\|u_{0}-\psi_{c}\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\delta$, then

$$
\left\|u(t, \cdot)-\psi_{c}(\cdot-\xi(t))\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\epsilon \quad \text { for } \quad t \in[0, T)
$$

where $\xi(t) \in \mathbb{R}$ is any point where the function $u(t, \cdot)$ attains its maximum.
Theorem 4.3. Assume that $k_{1}>0$ and $k_{2}>0$. Let $\psi_{c}$ be the peaked soliton defined in (4.1) with amplitude and traveling wave speed $c<0$ satisfying (1.16). Then $\psi_{c}$ is orbitally stable in the following sense. Suppose that $u_{0} \in H^{s}\left(\mathbb{S}^{1}\right)$, s> $\frac{5}{2}$, with $0 \not \equiv m_{0}(x)=\left(1-\partial_{x}^{2}\right) u_{0}(x) \leq 0$. Let $T>0$ be the maximal existence time of the corresponding periodic solution $u(t, x) \in$ $C\left([0, T), H^{s}\left(\mathbb{S}^{1}\right)\right)$ to the initial data $u_{0}$. For every $\epsilon>0$, there is a $\delta>0$ such that if $\left\|u_{0}-\psi_{c}\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\delta$, then

$$
\left\|u(t, \cdot)-\psi_{c}(\cdot-\xi(t))\right\|_{H^{1}\left(\mathbb{S}^{1}\right)}<\epsilon \quad \text { for } \quad t \in[0, T)
$$

where $\xi(t) \in \mathbb{R}$ is any point where the function $u(t, \cdot)$ attains its minimum.

## 5. Appendix

In this appendix, we provide the details of the proof of Theorem 2.1.

Proof of Theorem 2.1. As always, we identify $\mathbb{S}^{1}$ with $[0,1)$ and consider $\psi_{c}(t, x)$ as a spatially periodic function on $\mathbb{R}$ with period one. Note first that $\psi_{c}$ is continuous on $\mathbb{S}^{1}$ with peak at $x=0$. Moreover, $\psi_{c}$ is smooth on $(0,1)$ and for $t>0$, its first order partial derivatives

$$
\begin{equation*}
\partial_{x} \psi_{c}(t, x)=-a \sinh \zeta, \quad \partial_{t} \psi_{c}(t, x)=a c \sinh \zeta, \quad \text { where } \quad \zeta=\frac{1}{2}-(x-c t)+[x-c t] \tag{5.1}
\end{equation*}
$$ are both in $L^{\infty}\left(\mathbb{S}^{1}\right)$. Hence, if one denotes $\psi_{c, 0}(x)=\psi_{c}(0, x)$, then

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}}\left\|\psi_{c}(t, \cdot)-\psi_{c, 0}(\cdot)\right\|_{W^{1, \infty}\left(\mathbb{S}^{1}\right)}=0 \tag{5.2}
\end{equation*}
$$

Using (5.1), (5.2), and integration by parts, for any $\phi(t, x) \in C_{c}^{\infty}\left([0, \infty) \times \mathbb{S}^{1}\right)$, we have

$$
\begin{align*}
& \int_{0}^{\infty} \int_{\mathbb{S}^{1}}\left(\psi_{c} \partial_{t} \phi+\frac{1}{3} k_{1} \psi_{c}^{3} \partial_{x} \phi+\frac{1}{3} k_{1}\left(\partial_{x} \psi_{c}\right)^{3} \phi+\frac{1}{2} k_{2} \psi_{c}^{2} \partial_{x} \phi\right) d x d t+\int_{\mathbb{S}^{1}} \psi_{c, 0}(x) \phi(0, x) d x \\
& \quad=-\int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi\left(\partial_{t} \psi_{c}+k_{1} \psi_{c}^{2} \partial_{x} \psi_{c}-\frac{1}{3} k_{1}\left(\partial_{x} \psi_{c}\right)^{3}+k_{2} \psi_{c} \partial_{x} \psi_{c}\right) d x d t  \tag{5.3}\\
& \quad=\int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi\left(\left(k_{1} a^{3}-a c\right) \sinh \zeta+\frac{2}{3} k_{1} a^{3} \sinh ^{3} \zeta+k_{2} a^{2} \sinh \zeta \cosh \zeta\right) d x d t
\end{align*}
$$

In addition, the explicit form (2.4) of the Green's function $G(x)$ for the periodic case, along with (5.1) and the proof of Theorem 4.1 in [32], implies that

$$
\begin{gather*}
\int_{0}^{\infty} \int_{\mathbb{S}^{1}}\left[k_{1} G(x) *\left(\frac{2}{3} \psi_{c}^{3}+\psi_{c}\left(\partial_{x} \psi_{c}\right)^{2}\right) \partial_{x} \phi-\frac{1}{3} k_{1} G(x) *\left(\partial_{x} \psi_{c}\right)^{3} \phi\right] d x d t \\
=k_{1} a^{3} \int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi G(x) *\left(2 \sinh \zeta+\frac{7}{3} \sinh ^{3} \zeta\right) d x d t  \tag{5.4}\\
\quad-k_{1} a^{3} \int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi G_{x}(x) *\left(\cosh \zeta \sinh ^{2} \zeta\right) d x d t \\
=\frac{2}{3} k_{1} a^{3} \int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi\left(\sinh ^{2} \frac{1}{2} \sinh \zeta-\sinh ^{3} \zeta\right) d x d t
\end{gather*}
$$

Now, we compute directly

$$
\begin{align*}
\int_{0}^{\infty} \int_{\mathbb{S}^{1}} k_{2} G *\left(\psi_{c}^{2}+\frac{1}{2}\left(\partial_{x} \psi_{c}\right)^{2}\right) \partial_{x} \phi d x d t & =\int_{0}^{\infty} \int_{\mathbb{S}^{1}} k_{2} \phi G * \partial_{x}\left(\psi_{c}^{2}+\frac{1}{2}\left(\partial_{x} \psi_{c}\right)^{2}\right) d x d t \\
& =-\frac{3}{2} k_{2} a^{2} \int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi G * \sinh (2 \zeta) d x d t \tag{5.5}
\end{align*}
$$

Thus, when $x>c t$,

$$
\begin{array}{rl}
G & * \sinh (2 \zeta)(t, x) \\
& =\frac{1}{2 \sinh \frac{1}{2}} \int_{\mathbb{S}^{1}} \cosh \left(\frac{1}{2}-(x-z)+[x-z]\right) \cdot \sinh (1-2(z-c t)+2[z-c t]) d z  \tag{5.6}\\
& =\frac{2}{3}\left[\cosh \left(\frac{1}{2}\right) \sinh \left(\frac{1}{2}-(x-c t)\right)-\sinh \left(\frac{1}{2}-(x-c t)\right) \cosh \left(\frac{1}{2}-(x-c t)\right)\right]
\end{array}
$$

In a similar manner, for $x<c t$, we have

$$
\begin{align*}
& G * \sinh (2 \zeta)(t, x) \\
& \quad=\frac{2}{3}\left[-\cosh \left(\frac{1}{2}\right) \sinh \left(\frac{1}{2}+(x-c t)\right)+\sinh \left(\frac{1}{2}+(x-c t)\right) \cosh \left(\frac{1}{2}+(x-c t)\right)\right] \tag{5.7}
\end{align*}
$$

Plugging (5.6) and (5.7) into (5.5) yields

$$
\begin{align*}
\int_{0}^{\infty} \int_{\mathbb{S}^{1}} k_{2} G *\left(\psi_{c}^{2}\right. & \left.+\frac{1}{2}\left(\partial_{x} \psi_{c}\right)^{2}\right) \partial_{x} \phi d x d t \\
& =k_{2} a^{2} \int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi \sinh \zeta\left(\cosh \zeta-\cosh \frac{1}{2}\right) d x d t \tag{5.8}
\end{align*}
$$

In view of (5.3), (5.4), and (5.8), we have

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{\mathbb{S}^{1}}\left[\psi_{c} \partial_{t} \phi+\frac{1}{3} k_{1} \psi_{c}^{3} \partial_{x} \phi+\frac{1}{3} k_{1}\left(\partial_{x} \psi_{c}\right)^{3} \phi+\frac{1}{2} k_{2} \psi_{c}^{2} \partial_{x} \phi\right. \\
& \quad+k_{1} G(x) *\left(\frac{2}{3} \psi_{c}^{3}+\psi_{c}\left(\partial_{x} \psi_{c}\right)^{2}\right) \partial_{x} \phi-\frac{1}{3} k_{1} G(x) *\left(\partial_{x} \psi_{c}\right)^{3} \phi \\
& \left.\quad+k_{2} G *\left(\psi_{c}^{2}+\frac{1}{2}\left(\partial_{x} \psi_{c}\right)^{2}\right) \partial_{x} \phi\right] d x d t+\int_{\mathbb{S}^{1}} \psi_{c, 0}(x) \phi(0, x) d x \\
& =\int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi\left[\left(k_{1} a^{3}-a c\right) \sinh \zeta+\frac{2}{3} k_{1} a^{3} \sinh ^{2} \frac{1}{2} \cdot \sinh \zeta+k_{2} a^{2} \cosh \frac{1}{2} \sinh \zeta\right] d x d t \\
& =\int_{0}^{\infty} \int_{\mathbb{S}^{1}} \phi a\left[\frac{1}{3} k_{1}\left(1+2 \cosh ^{2} \frac{1}{2}\right) a^{2}+k_{2} a \cosh \frac{1}{2}-c\right] \sinh \zeta d x d t
\end{aligned}
$$

If $a$ takes the value given in (1.16), then

$$
\frac{1}{3} k_{1}\left(1+2 \cosh ^{2} \frac{1}{2}\right) a^{2}+k_{2} a \cosh \frac{1}{2}-c=0
$$

which implies that

$$
\begin{aligned}
\int_{0}^{\infty} \int_{\mathbb{S}^{1}}\left[\psi_{c} \partial_{t} \phi\right. & +\frac{1}{3} k_{1} \psi_{c}^{3} \partial_{x} \phi+\frac{1}{3} k_{1}\left(\partial_{x} \psi_{c}\right)^{3} \phi+\frac{1}{2} k_{2} \psi_{c}^{2} \partial_{x} \phi \\
+ & k_{1} G(x) *\left(\frac{2}{3} \psi_{c}^{3}+\psi_{c}\left(\partial_{x} \psi_{c}\right)^{2}\right) \partial_{x} \phi-\frac{1}{3} k_{1} G(x) *\left(\partial_{x} \psi_{c}\right)^{3} \phi \\
& \left.+k_{2} G(x) *\left(\psi_{c}^{2}+\frac{1}{2}\left(\partial_{x} \psi_{c}\right)^{2}\right) \partial_{x} \phi\right] d x d t+\int_{\mathbb{S}^{1}} \psi_{c, 0}(x) \phi(0, x) d x=0
\end{aligned}
$$

for any $\phi(t, x) \in C_{c}^{\infty}\left([0, \infty) \times \mathbb{S}^{1}\right)$. This completes the proof.
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