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1. Introduction

A. REGULATION OF ENZYME SYNTHESIS

Bacteria are able to use any of a variety of substances as their sole
source of carbon because they can synthesize the enzymes needed to
catabolize these substances. Usually these enzymes are produced only
in the presence of their substrate or one of its analogues, and for this
reason they are said to be inducible. In contrast, the enzymes in the
biosynthetic pathways leading to essential metabolites such as amino
and nucleic acids are synthesized in the cell when there is no external
source of the metabolite. When the metabolite is available in the
external growth medium, synthesis of these anabolic enzymes is re-
pressed. '

The operon model of Jacob and Monod (1961) provides the most
commonly used framework for the analysis of enzyme induction and
repression. In this model, each structural gene that codes for an enzyme
or protein is linked with an operator gene that serves to regulate
initiation of transcription. When a repressor molecule is bound to the
operator gene, transcription is blocked. The binding of a repressor
molecule to the operator is in turn modulated by a so-called effector
molecule. In the case of inducible enzymes, the repressor is bound to
the operator in the absence of effector, and transcription is blocked.
When the substrate for such an enzyme is present, an effector molecule
(usually the substrate, an analogue of it, or a product of it) can bind with
repressor and thereby preclude binding of the latter to the operator. This
permits transcription of the structural gene. The function of the effector
is to provide an alternate kinetic pathway for repressor; this process can
be modeled as a pair of competing reactions (Yagil and Yagil, 1971):

R+pS=RS,, K,=RS,/RS"
R+0=OR, K,=OR/RO

Here R = repressor, O = operator, and S = effector. Here and hereafter
we shall use the same symbol for a chemical species and its concentra-
tion.

We assume that these reactions occur quickly and are therefore
always in equilibrium. Furthermore, we assume that the binding of -
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effector to repressor is all-or-none; that is, we neglect the concentrations
of the intermediate complexes RS, RS,, ..., RS,_,. Finally, we as-
sume that the number of operator regions is small compared with the
total number of repressor molecules. Under these assumptions the total
repressor concentration is

R, =R+ RS, = R(1 + K, §?)
and the total operator concentration is
0,= 0+ OR = 0(1 + K,R)
The fraction of operator regions free of repressor is then

_0 _1+K,58%
f(S)_o, K+ K, S° M

where K = 1 + K,R, > 1. Notice that f(S) is a monotone increasing
function of S (Fig. 1a).

For repressible enzymes, the effector molecule permits or enhances
the binding of repressor to the operator. This process can be described
by the reactions

K,
R+ pS=RS,
K.
RS, + 0=t ORS,
In this case

1t K S
O =13 s @

which is monotone decreasing (Fig. 1b).

#S 8¢S

f(S)

(a) (b)

~ Fi1G. 1. The fraction f(S) of operator regions that is free of repressor as a function of
effector concentration S for (a) an inducible enzyme and (b) a repressible enzyme.
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If one assumes that the rate of mRNA synthesis is directly propor-
tional to the fraction of operator regions that are not blocked, the
parameters p, K, , and K, R, can be determined from rate measurements.
Yagil and Yagil (1971) have reviewed data on a number of regulatory
gene systems; some of their results are collected in Table 1.

B. REGULATION OF ENZYME ACTIVITY

Repression of enzyme synthesis by metabolite provides gross control
over the pathway leading to this metabolite. When the metabolite is
plentiful, the whole pathway shuts down on a time scale comparable to
the half-life of the most labile enzyme in the sequence. Much finer and
faster control is achieved by modulation of enzyme activity. For
example, Umbarger (1956) found that, if isoleucine is added to the
growth medium of bacterial cells, the biosynthesis of isoleucine is
immediately and fully quenched. The first enzyme in the sequence
unique to the synthesis of isoleucine, threonine dehydrogenase, is very
sensitive to inhibition by the end product (see Fig. 2a). Often such
feedback loops are coupled together (Fig. 2b). Indeed, the control of
interconnected anabolic and catabolic pathways can be very complicated
and may differ widely from one organism to another. Stadtman (1970)
has provided an excellent review of a variety of mechanisms of enzyme
regulation. Here we limit ourselves to the simplest feedback loops, with
the expectation that experience gained in analyzing simple systems can
be used to advantage in the analysis of more complicated control

TABLE 1
QUANTITATIVE CHARACTERIZATION OF SOME GENE CONTROL SYSTEMS®
Enzyme Effector p K, K,R,
Inducible
B-Galactosidase Isopropylthio- 1.91 2.5x 10°M~% 2.5 x 10®
galactoside
Histidine-NHj-lyase Imadizole 204 1.7 x10°M"? 26
propionate
Urocanase Histidine 23 43 x102M™? 10?
Mannitol Ribitol 3.13 — —
dehydrogenase
Repressible
IMP dehydrogenase Guanine .0.91 —
XMP aminase Guanine 0.68 —
Alkaline PO,3" 0.93 2 x103M! 5x10®
phosphotase

¢ From Yagil and Yagil (1971).
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Fi1G. 2. Feedback inhibition in amino acid biosynthesis. (a) Single negative feedback
loop. (b) Coupled negative feedback loops.

systems. Table II contains a short list of biosynthetic pathways con-
trolled by feedback inhibition.

Feedback activation in metabolic pathways is not so common. One
example is ADP activation of phosphofructokinase in the glycolytic
pathway (Mansour, 1963; Atkinson, 1965), but this falls outside the
scope of models we discuss because ADP is common to so many
pathways. An example more amenable to analysis occurs in the dark
reactions of photosynthesis (Buchanan and Schiirmann, 1972): ribulose
1,5-diphosphate carboxylase, which catalyzes the initial CO, incorpora-
tion reaction, is activated by fructose 6-phosphate, one of the intermedi-
ates on the way to glucose (Fig. 3).

Enzymes whose activity is subject to modulation contain binding sites
for substrates, activators, and inhibitors. Several models have been
suggested for the operation of such ‘‘allosteric’’ enzymes (Monod et al.,
1965; Koshland, 1970). For a fixed concentration of activator or inhibi-
tor, the rate of a reaction involving such an enzyme is usually related to
the substrate concentration S by a Hill function:

Vmax SnH

V(S) = —max=
) = g ©)

All three parameters (Vpax, Ko5, and ny) will depend on the concentra-
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TABLE 1I
FEEDBACK INHIBITION IN BIOSYNTHETIC PATHWAYS®?

S. E, n Mode
Valine Acetolactate synthase 4 K
Leucine a-Isopropylmalate synthase 4
Isoleucine (+) Threonine dehydratase 5 K
Arginine Amino acid acetyltransferase 8
Histidine ATP phosphoribosyl transferase 9 Vv
Proline Glutamate kinase and dehydrogenase 3
Threonine Aspartate kinase 5 K
Cytidine Aspartate transcarbamoylase 8 K

triphosphate (+)
Lysine (+) Aspartate kinase 9 \%4
Thymidine Deoxycytidilate deaminase 4 K
triphosphate ‘

¢ Information compiled from Lehninger (1975) and Monod et al. (1965).
® We tabulate S, = end product, E; = regulatory enzyme, n = length of feedback loop:
SO‘E,—)S‘__E-? Z—E;_) e ._E"—)S"——_)
T .

Under Mode we indicate, when known, whether the inhibitor decreases Vimax (= maximum
reaction rate) or increases Ko (= substrate concentration at half-maximum velocity). The
(+) next to S, entries indicates, when known, that the inhibitory effect is cooperative—
that is, that p in Eq. (4) can be larger than unity.

Co, +
Ribulose 1,5~diphosphate

activate
'"!'_ib.",.____.- Ru DP carboxylose = ——~—

two 3-Phosphoglycerate

| s |

Lo—- Fructose 1,6 ~diphosphate

L

‘ Fructose 6-phosphate — —— —— —

|

Glucose

FiG. 3. Feedback activation and inhibition in the dark reactions of photosynthesis.
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_ tion A of activator and on the concentration I of inhibitor. Indeed, these
variations can be used to determine certain molecular properties of the
enzyme such as number of subunits, binding constants, and conforma-
tional equilibria (see, for example, Johannes and Hess, 1973). As
illustrated in Table 1I, most regulatory enzymes involved in feedback -
control of biosynthesis are ‘K systems’’; that is, Vma is relatively
independent of I, but K, increases dramatically. At fixed substrate
concentration, S§ = S,, we write

_ V(5,0
. 1+ /L)Y
where ‘V(S,, 0) is just the reaction velocity at S = S, and I = 0, and

V(So, I,) = V(S,, 0)/2. The parameters I, and p can be determined from
the slope and intercept of the double logarithmic graph:

V(SO ) 0) .
! [v.(s0 )

Values of p and I, for two of the enzymes from Table II are reported in
Table I11.

V(S,, 1) ©)

1] =plogl - plog I, &)

I1. Kinetic Equations

In the limiting cases to be elaborated shortly, the dynamic behavior of
a sequence of reactions under allosteric control can be deduced from
results derived for systems controlled at the enzyme synthesis level.
Therefore, kinetic equations will be derived for only the latter case. A
schematic of the steps in the single feedback control loop is shown in
Fig. 4.

Messenger RNA that codes for the unstable enzyme is produced by
transcription of the structural gene SG, possibly followed by intranu-

- TABLE III
OBSERVED VALUES OF THE SEMIEMPIRICAL RATE PARAMETERS p AND ], OF EQ. (4)
Inhibitor Enzyme Substrate (Conc.) D I,
Isoleucine Threonine Threonine (2.5 X 10°M) 1.5 7.6 x 107*M
dehydratase® (1072 M) 19 25%x10°M
dTTP dCMP deaminase® dCMP 2 x 1072 M) 34 26x107*M

(5 X 107 M) 27 S5.1x10*M

@ Computed from Fig. 2 of Changeaux (1961).
® Computed from Fig. 2B of Scarano et al. (1963).
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Nuclear membrane of area Ay
Nuclear volume = V.

Cytoplasmic volume = Vc

Rate of mRNA synthesis = R(S,,, )

Processing

Effector(S,,) mRNA(§)/——

nel

kvu-l
Tﬁ( sn 'S\Ol

—~— ¥ End product(Ss) mRNA(S,) X Precursor (S,)
a Enzyme (S
-~ kl -
kn-l . k4
2" Intermediate (S,_) Intermediate (S, ) ————=—
Koz ke
' k
Intermediate (S, ,) ———— ------ > Intermediate (S,)
kn-! kb

FiG. 4. Scheme for control of repressible enzyme; nuclear mRNA (S;), cytoplasmic
mRNA (S,), and enzyme (S;) are assumed to be labile. The precursor is assumed to be
present at constant concentration. Each of the enzyme-catalyzed transformations of
intermediates is assumed to be well below saturation.

clear processing such as cleavage. Some mRNA may be degraded
enzymatically within the nucleus, and the remainder is transported into
the cytoplasm, either by passive diffusion, by facilitated transport, or by
active transport. In the cytoplasm, mRNA is both translated into the
unstable enzyme at ribosomes and enzymatically degraded. The kinetics
of mRNA degradation are assumed to be first order, both in the nucleus
and in the cytoplasm.

The enzyme produced at the ribosome catalyzes the first step in a
sequence of reactions that converts a substrate S, into an end product
that acts as the effector of transcription control. Although each reaction
in the sequence is enzyme-catalyzed, the concentrations of intermediate
species are presumed to be small, and the enzyme concentrations are
held fixed; as a result, the intermediate steps are treated as first-order
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and irreversible. As is indicated in the figure, we allow for the possibility
that each intermediate is also converted to something other than its
successor in the control loop. The end product of the sequence either
diffuses or is transported into the nucleus where it combines with the
repressor R.

Regardless of whether the enzyme is repressible or inducible,* the
Kkinetic equations that govern the transient behavior of the control circuit
can be written

ds A .
"d—tl‘ =g£(sn+1) - "% T,(Sy, S2) — ki Sy
ds. A
—:z'_tz = "7% T:(Sl, S;) — ks S,
das “
‘Es‘ = ].Czsz — ks Ss3
d .
—d§;‘ = k3Sg - k4S4
: (6)
as; . .
7;—=k,_1s,-_1—kjsj, j=5,...,n—1
ds A
""1—11‘ =ky18n-1 — knSn — 4 T (Sn, Sn+1)
t c
ds A
= ;% To(Sn» Snt1) = knt1Snes

where k; = k; + k;ford<j=n— 1.

As written, the reaction rates all depend on the current concentration
of the appropriate species. In view of the time delay involved in DNA
transcription and mRNA translation, it would be reasonable to replace
the rate of mRNA production by %[S,+,(t — 7,)] and the rate of enzyme
production by &,S,(t — 7,), where 7, and 7, measure the delay. One
effect of time delay is illustrated in Section IV,B.

Little is known about the mechanism for transfer of mRNA into the
cytoplasm, and so for simplicity we shall assume that 7,(S,, S,) = P, S,,

* We consider enzymes induced by end product rather than substrate. For instance, 8-
galactoside permease, which transports lactose into bacterial cells, is induced by its end
product, intracellular lactose. (That the normal effector is an isomer of lactose does not
affect our argument.) Of course, Eq. (1) does not apply to the lac operon because B-
galactosidase, which catalyzes the hydrolysis of end product (S, = S, = intracellular
lactose), belongs to the same operon as the permease. The kinetics of the parallel induction
of the hydrolase would have to be included as well.
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which is appropriate as an approximation to facilitated or active trans-
port. Transport of the end product into the nucleus is assumed to occur
by passive diffusion only, and consequently T,(S,, Sy+;1) = Po(S, —
Sn+1)- If P, is large (in appropriate dimensionless variables) and the rate
of degradation of S, small, then S, ~ S,,,, and as a first approximation
we set them equal and ignore S,,,. A more careful analysis of reaction
and interphase transport shows that other limiting cases may occur when
transport is rapid, but more precise knowledge concerning the relative
rates of the processes is needed to decide when these cases are
applicable (Othmer, 1975).
With these simplifications the equations reduce to

ds, /dt = R(S,) — k, S,

ds, /dt = k.S, — kS,
dSy/dt = k,S, — k3 Sy, dS,/dt = k;S, — kS, 0
ds;/dt=k_,S,_, — kS;,, j=5,...,n

We write (S, ) as
R(S,) = kyCF(S,) ®)

where C is the effective concentration of intranuclear ribonucleotide
triphosphates,* and k, is the rate of incorporation of monomers into the
growing RNA chains (a property of RNA synthetase). For an inducible
system, f(S,) is given by Eq. (1). For a repressible system we shall use a
slight modification of the function f(S,) given by Eq. (2). Whenever the
fraction of repressor activated by effector is small (that is, whenever
RS, ® < R, or equivalently R, = R), then to a good approximation £(S,)
= (1 + K,K,R,S,”)™*. We adopt this form hereafter:

1+ KS,”

K+KS>

f(S,) = ©)
1

17 KKRS? repressible case
152284 Y0

inducible case

The kinetic equations at (7) can be simplified by introducing dimen-
sionless variables. This can be done in various ways, and different
choices for the dimensionless groups will emphasize different aspects of

* We introduce this concentration parameter so that all rate constants symbolized by a
lower-case k have dimensions sec™*.
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the dynamics. Here we define

x; = a;8;, T = bt, K; = k; /b

{Kl e inducible case
(K, K,R,)'  repressible case

i

ay

ki, (10)

b = (kok, . .. ky_,a,C)V"
The kinetic equations now read

dx, Jdr = f(x,) — K.x,

dx; /dr = x;_, — K;X;, 2=j=n (1)
where
1+ x7? . .
ran xn; inducible case
fl,) = (12)
1 ibl
15 %7 repressible case

Our formulation of Eq. (7) is sufficiently general to encompass most of
the analyses of feedback systems reported heretofore, and our choice of .
dimensionless variables is easily translated into those used by others.

One can easily show (Griffith, 1968a,b) that any solution of Eq. (11)
that begins with all x; = 0 remains bounded and is therefore well-defined
for all 7 > 0. Indeed, the rectangular solid with vertices at (0, 0, . . . , 0)
and (A/Kk,, A/KiKe, ..., A/Ky ... Ky,), for any A > 1, is invariant
under the flow of (11) for all 7 > 0.

For later purposes it is convenient to rewrite Eq. (11) in one of several
equivalent vector forms, namely:

x' = Lx = bf(x,) =f(x) 13)

and ‘ ‘
&' = L& + bF(E) (14a)
= Z¢ + bglc'¢) (14b)

Here x" = (%, ..., %), € =x — x*, b7 = (+1,0,...,0), ¢’ =




























































































































































