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1 Introduction

In this paper we study the asymptotic behavior of classical solutions
of problems of the form

ut −∆u = f(|x|, t, u,∇u), x ∈ Ω, t > 0,

u = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x), x ∈ Ω,

 (1.1)

where Ω is a radial domain in RN (that is a ball, an annulus, an
exterior of a ball or the whole of RN), u0 is radially symmetric and f
behaves like the power nonlinearity |u|p−1u, p > 1, for large values of
u. (If N = 1 then the radial symmetry of Ω and u0 is not needed.)
Solutions of (1.1) are radially symmetric in the x-variable and we will
often consider such functions as functions of the radial variable r = |x|
and t. Hence, without fearing confusion we use both the notation
u(x, t) and u(r, t). The key ingredient of our study is a Liouville-type
theorem for radial solutions of the corresponding limiting problem

ut −∆u = |u|p−1u, x ∈ RN , t ∈ R, (1.2)

which enables us to derive universal estimates on solutions of (1.1).
We start with a short description of analogous results for elliptic

problems which play an important role also in the parabolic case. It
is well known (see [19, 9] or [35] and the references therein) that the
problem

−∆u = |u|p−1u, x ∈ RN , (1.3)

possesses positive classical solutions if and only if p ≥ pS, where pS is
the critical Sobolev exponent:

pS :=


N + 2

N − 2
, if N ≥ 3,

∞, if N ∈ {1, 2}.

The theorem on nonexistence of positive solutions of (1.3) in the sub-
critical case, often refered to as a Liouville theorem for (1.3), is very
useful in the study of nonnegative solutions of problems of the form

−∆u = f(x, u,∇u), x ∈ Ω, (1.4)
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where Ω is an arbitrary domain in RN and f behaves like the power
|u|p−1u for u large. In combination with scaling arguments, the Liou-
ville theorem is very effective for derivation of a priori estimates on
positive solutions (see [30] for recent theorems on universal a priori
estimates and a discussion of earlier results).

It is well known that the Liouville theorem for (1.3) is not valid for
nodal solutions, that is, solutions which may change sign. However,
one can hope that it does hold (and, as a consequence, a priori esti-
mates for (1.4) can be established), if the class of solutions considered
is restricted by an additional structure. An example is the class of
solutions with finite Morse index. The nonexistence of nodal solutions
of (1.3) with finite Morse index (or, more generally, solutions which
are stable outside a compact set) for all subcritical and even some
supercritical values of p was proved in [4, 17].

Another interesting and natural class is that of radial solutions
with a finite number of zeros. As we explain below, in the context of
parabolic equations this class is more relevant, thus we discuss it in
more detail. Given an open interval I ⊂ R and v ∈ C(I), we define

zI(v) := sup{j :∃x1, . . . , xj+1 ∈ I, x1 < x2 < · · · < xj+1,

v(xi) · v(xi+1) < 0 for i = 1, 2, . . . , j},

where sup(∅) := 0. We usually refer to zI(v) as the zero number of v
in I. Note that zI(v) is actually the number of sign changes of v; it
coincides with the number of zeros of v if v ∈ C1(I) and all its zeros
are simple.

The following result is an elliptic Liouville-type theorem for radial
solutions with finite zero number. It is a direct consequence of [28,
Theorem 2.5].

Theorem 1.1. Let 1 < p < pS and let u = u(r) be a classical radial
solution of (1.3) with z(0,∞)(u) <∞. Then u ≡ 0.

The same result remains true for non-radial solutions u = u(x) if
N = 1 and zR(u) <∞.

We remark that the result in Theorem 1.1 is not true without the
assumption z(0,∞)(u) <∞ (or zR(u) <∞).

Finally, we mention a yet another class of solutions admissible
for the Liouville theorem, namely solutions (not necessarily radially

3



symmetric) lying in the energy space

E := {v ∈ Lp+1(RN) : ∇v ∈ L2(RN)},
‖v‖E := ‖v‖Lp+1(RN ) + ‖∇v‖L2(RN ).

}
(1.5)

In fact, if u ∈ E is a solution of (1.3) then the Pohozaev identity
and the equality

∫
RN |∇u|

2 dx =
∫

RN |u|
p+1 dx (which can be proved

by using the same cut-off function as in the proof of the Pohozaev
identity [37, Theorem B.3]) guarantee u ≡ 0.

Let us now turn to parabolic problems, first considering positive
solutions. A natural extension of the elliptic Liouville theorem for
positive solutions would state that for any subcritical p there are no
positive classical solutions of (1.2) (note that in (1.2) we are dealing
with entire solutions, that is, solutions defined for all times t ∈ R). So
far such an extension has been proved only for exponents p ∈ (1, pB),
where pB := N(N + 2)/(N − 1)2, see [6] or [35, Theorem 21.2]. In
particular, if N = 1 then the following theorem is true.

Theorem 1.2. Let N = 1 and p > 1. Then equation (1.2) does not
possess positive classical solutions.

The restriction p < pB in the result mentioned above is hardly
optimal. On the other hand, if we restrict ourselves to the radial solu-
tions then the following result due to [29, 31] is valid for the optimal
range of exponents.

Theorem 1.3. Let 1 < p < pS. Then the equation (1.2) does not
possess positive classical radial solutions.

Similarly as in the elliptic case, Theorems 1.2 and 1.3 can be used
for proving optimal estimates of positive radial solutions of problems
of the form (1.1), see [31]. In particular, one can deduce initial and
final blow up rates of local solutions, as well as decay rates for global
solutions, all with universal constants.

The previous discussion raises a natural question whether as in the
elliptic case a Liouville-type theorem and a priori estimates are valid
for a suitable class of nodal solutions. Unlike in elliptic equations,
the class of solutions with finite Morse index does not seem to be
appropriate. While one can make sense of a Morse index along a
solution u(·, t), defining it for each fixed t using the “elliptic part” of
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the equation, a discrete quantity defined this way is not a Lyapunov
functional for the parabolic semiflow (cf. [18]), hence it can increase
along a solution of (1.1) and possibly be unbounded. For this reason,
extensions of the elliptic Liouville theorem for solutions with finite
Morse index to parabolic equations are probably not very meaningful.

On the other hand, it is well known (see [3, 12]) that the zero
number is a discrete-valued Lyapunov functional for radial solutions
of many problems of the form (1.1). Therefore, we focus our attention
on radial nodal solutions with finite zero number. Our main aim is to
extend Theorems 1.2, 1.3 and their applications in [31] to such nodal
solutions. It is also well known that for many parabolic problems, the
usual energy functional serves as a real-valued Lyapunov functional,
at least for solutions in a suitable energy space. Hence, the class of
solutions with finite energy can also be considered and we prove several
results for such solutions, as well. In fact, we use energy estimates at
several places to complement zero number arguments.

Our first result is the following Liouville-type theorem.

Theorem 1.4. Let 1 < p < pS and let u = u(r, t) be a classical radial
solution of (1.2). Assume that there exists Z ∈ N such that

z(0,∞)(u(·, t)) ≤ Z (t ∈ R). (1.6)

Then u ≡ 0.

Similarly as in the elliptic case, the finiteness of z(0,∞)(u(·, t)) for
some t ∈ R is necessary for the nonexistence result in Theorem 1.4, in
general. On the other hand, if we restrict ourselves to bounded radial
solutions with suitable spatial decay then the assumption (1.6) is not
needed, see Corollary 2.8.

In dimension one, we can treat nonsymmetric solutions as well.
The following two theorems are results of independent interest, but
also they will be needed, together with Theorem 1.4, for the derivation
of a priori estimates on radial solutions of (1.1).

Theorem 1.5. Let N = 1, p > 1 and let u = u(x, t) be a classical
solution of (1.2). Assume that there exists Z ∈ N such that

zR(u(·, t)) ≤ Z (t ∈ R). (1.7)

Then u ≡ 0.
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Theorem 1.6. Let p > 1 and let u = u(x, t) be a classical solution of
the problem

ut − uxx = |u|p−1u, x ∈ (0,∞), t ∈ R,
u(0, t) = 0, t ∈ R.

(1.8)

Assume that there exists Z ∈ N such that

z(0,∞)(u(·, t)) ≤ Z (t ∈ R). (1.9)

Then u ≡ 0.

The proof of Theorem 1.5 for bounded solutions is based on zero
number arguments only, see Proposition 2.1. On the other hand, in
the proof of Theorem 1.4 for N > 1 we employ zero number arguments
as well as energy arguments. First, the bound on the zero number of
the solution u(·, t) is used in order to get a uniform bound on u(·, t)
in the energy space E . This bound is very useful since the Cauchy
problem

ut −∆u = |u|p−1u, x ∈ RN , t > 0,

u(x, 0) = u0(x), x ∈ RN ,

}
(1.10)

is well posed in E (see the case λ = 0 in [35, Example 51.28]) and the
corresponding solution satisfies the energy identity

E(u(·, t2))− E(u(·, t1)) = −
∫ t2

t1

∫
RN
u2
t (x, t) dx dt, (1.11)

where

E(v) :=

∫
RN

(1

2
|∇v|2 − 1

p+ 1
|v|p+1

)
dx

is the energy functional. Using the energy estimates, we reduce the
proof to the problem of nonexistence of nontrivial equilibria which is
guaranteed by Theorem 1.1.

As a by-product of various energy estimates derived in this pa-
per, we obtain two alternative proofs of Theorem 1.3. These proofs
are completely different from the proof of the main result in [29],
hence they might be of interest to some readers. The first one (see
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Remark 2.6) makes use of the nonexistence result in [6] in the one-
dimensional case. The second alternative proof is essentially self-
contained but requires the additional assumption p < 3 (see Section 3).

Let us now discuss some consequences of our nonexistence results.
Using Theorems 1.4, 1.5 and 1.6 we obtain the following universal
estimates.

Theorem 1.7. Let 0 ≤ R1 < R2 ≤ ∞ and I := (R1, R2) if R1 > 0,
I := [0, R2) if R1 = 0. Consider the problem

ut −∆u = f(|x|, t, u,∇u), x ∈ Ω, t ∈ (0, T )

u = 0, x ∈ ∂Ω, t ∈ (0, T )

}
(1.12)

with Ω := {x ∈ RN : |x| ∈ I} and T ∈ (0,∞]. Let Z ∈ N, p ∈ (1, pS),
q ∈ (0, 2p/(p+ 1)) and let f be a Carathéodory function satisfying

|f(r, t, s, ξ)| ≤ C1(1 + |s|p + |ξ|q) (r ∈ I, t ∈ (0, T ), s ∈ R, ξ ∈ RN),

and, for all (r, t) ∈ [R1, R2]× [0, T ],

lim
|s|→∞, I×(0,T )3(ρ,τ)→(r,t)

f(ρ, τ, s, |s|(p+1)/2ξ)

|s|p−1s
= `(r, t) ∈ (0,∞), (1.13)

uniformly for ξ bounded. Then there exists a positive constant C =
C(f,Ω, Z) such that any radially symmetric solution u of (1.12) sat-
isfying

z(R1,R2)(u(·, t)) ≤ Z (t ∈ (0, T )) (1.14)

fulfills the following estimates.
(i) If T <∞ then

|u(x, t)| ≤ C(1 + t−1/(p−1) + (T − t)−1/(p−1)) (x ∈ Ω, t ∈ (0, T )).

(ii) If T =∞ then

|u(x, t)| ≤ C(1 + t−1/(p−1)) (x ∈ Ω, t > 0).

(iii) If T =∞, Ω = RN and f(r, t, s, ξ) = |s|p−1s then

|u(x, t)| ≤ Ct−1/(p−1) (x ∈ RN , t > 0).
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If r =∞ or t =∞ then the assumption (1.13) in Theorem 1.7 can
be replaced with the following: Given any sequence (ρk, τk) ∈ I×(0, T )
converging to (r, t), there exists a subsequence (ρkj , τkj) such that

lim
|s|→∞, j→∞, (ρ,τ)→(0,0)

f(ρkj + ρ, τkj + τ, s, |s|(p+1)/2ξ)

|s|p−1s
∈ (0,∞).

This generalization is used in the proof of Theorem 1.8.
Of course, analogous statements are true for non-radial solutions if

N = 1. The universal a priori estimates stated in Theorem 1.7 extend
those proved earlier for positive solutions (i.e. Z = 0 in (1.14)), see
[31, Theorem 4.1, Corollary 3.2 and Section 6].

We now present consequences of the above a priori estimates.
An application of Theorem 1.7 shows that global solutions of the

model Cauchy problem (1.10) with 1 < p < pS satisfy the decay
estimate

‖u(·, t)‖L∞(RN ) ≤ Ct−1/(p−1) (1.15)

provided u0 ∈ L∞ is continuous, radially symmetric and z(0,∞)(u0) <
∞ (and we consider classical solutions satisfying u(·, t) ∈ L∞(RN) for
all t > 0). The assumption z(0,∞)(u0) < ∞ is also necessary since
there exist radial stationary solutions v of (1.2) with z(0,∞)(v) = ∞.
Estimate (1.15) has interesting consequences for global solutions of
(1.10) with initial data in H1(RN) and p < pS. In this case it is
known (see [36, the proof of Theorem 2]) that

‖u(·, t)‖L2(RN ) = o(t), t→∞. (1.16)

Interpolation between (1.15) and (1.16) yields

‖u(·, t)‖Lp+1(RN ) → 0, t→∞. (1.17)

We will prove that the same estimate is true without the assumption
u0 ∈ H1(RN) provided N = 1, u0 ∈ C1 and the zero numbers of u0

and u′0 are finite. In addition, in this case Proposition 5.4 below also
shows

‖u(·, t)‖E → 0, t→∞. (1.18)

Let us mention that (1.18) is well known for initial data with exponen-
tial decay (see [24], [25], [35, Proposition 20.13 and Example 51.24]).
On the other hand, it seems to be an interesting open problem whether
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(1.18) remains true for all global solutions of (1.10) with p < pS and
u0 ∈ E .

Another result, in which Theorem 1.7 is a key ingredient, concerns
nontrivial periodic solutions for a class of periodic-parabolic problems.
In Section 6 we consider the model problem

ut −∆u = m(t)f(u), x ∈ Ω, t ∈ (0, T ),

u = 0, x ∈ ∂Ω, t ∈ (0, T ),

u(x, 0) = u(x, T ), x ∈ Ω,

 (1.19)

where
m ∈ W 1,∞([0, T ]) is positive, m(0) = m(T ), (1.20)

f ∈ C1(R), f(0) = 0, f ′(0) ≤ 0,

|f ′(u)| ≤ C(1 + |u|r−1), r < pS,

}
(1.21)

and

lim
|u|→∞

f(u)

|u|p−1u
= 1 for some p ∈ (1, pS). (1.22)

Existence of positive solutions of (1.19) in a bounded domain Ω was
proved in [14, 15, 21, 22, 34] under various additional assumptions on
m, f and p. Here we assume that Ω is a ball or the whole of RN . If
Ω = BR := {x ∈ RN : |x| < R} then we find infinitely many radial
solutions of (1.19). More precisely, we prove the following theorem.

Theorem 1.8. Consider problem (1.19) with Ω = BR and assume
(1.20), (1.21), (1.22). Fix Z ∈ {0, 1, 2, . . . }. Then there exists a radial
solution u = u(r, t) of (1.19) satisfying z(0,R)(u(·, t)) = Z for all t.

We also consider equations on Ω = RN , in which case we fix f(u) =
|u|p−1u− u for simplicity. We prove the existence of a positive radial
solution of (1.19) (with the boundary condition u = 0 on ∂Ω× (0, T )
replaced by the condition u(x, t) → 0 as |x| → ∞, t ∈ (0, T )), see
Theorem 6.1 below.

It is clear that if m is independent of t, then Theorem 1.8 guar-
antees the existence of infinitely many radial equilibria of the au-
tonomous problem (1.19). Applications of the uniform a priori es-
timates of global solutions go even farther; one can use them to show
additional properties of equilibria and establish the existence of con-
necting orbits between equilibria (see [1, 2, 32, 34] and the references
therein).
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An interesting aspect of the construction by way of Theorem 1.7 is
that the resulting equilibria or periodic orbits belong to the boundary
of the domain of attraction of the zero solution. This has a curious
consequence for the problem

ut −∆u = |u|p−1u, x ∈ Ω, t > 0,

u = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x), x ∈ Ω,

 (1.23)

where Ω = BR and 1 < p < pS. Using scaling invariance one easily
proves that given Z ∈ {0, 1, . . . }, there exists a unique radial equi-
librium u satisfying z(0,R)(u) = Z and u(0) > 0 (see [7]). On the
other hand the proof of Theorem 1.8 shows that there exists a radial
equilibrium u satisfying z(0,R)(u) = Z on the boundary of the domain
of attraction of the zero solution. Using these observations and the
symmetry of the problem, we conclude that in fact all radial equilibria
of (1.23) belong to the boundary of the domain of attraction of zero.
This result is well known for positive solutions, but seems to be new
for nodal solutions (cf. [8]).

2 Liouville-type theorems for nodal solu-

tions

We first consider problem (1.2) with N = 1.

Proposition 2.1. Let u be a bounded classical solution of (1.2) with
N = 1 and p > 1. Assume that there exists Z ∈ N such that
zR(u(·, t)) ≤ Z for all t ∈ R. Then u ≡ 0.

A crucial ingredient of the proof of this result is the following
lemma on the zero number of solutions of a linear equation

vt = vxx + a(x, t)v, (x, t) ∈ R× (s, T ), (2.1)

where −∞ ≤ s < T ≤ ∞ and a is continuous on R × (s, T ). Given
a solution v of (2.1), we examine the function t 7→ z(θ1(t),θ2(t))(v(·, t)),
where either (θ1(t), θ2(t)) = (−∞,∞) for all t ∈ (s, T ) or θ1 < θ2 are
continuous functions on (s, T ). In the latter case, we shall also assume
that

v(θ1(t), t) 6= 0 6= v(θ2(t), t) (s < t < T ). (2.2)
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Lemma 2.2. Let v be a nontrivial solution of (2.1). Then for each
t ∈ (s, T ) the function v(·, t) has only isolated zeros; in particular,
z(R1,R2)(v(·, t)) <∞ for each bounded interval (R1, R2). Further, with
θ1, θ2 as above, assume that (2.2) holds if θ1, θ2 are finite; in case
they are infinite, assume that

z(θ1(t),θ2(t))(v(·, t)) <∞ (t ∈ (s, T )). (2.3)

Then the following assertions hold true.

(i) t 7→ z(θ1(t),θ2(t))(v(·, t)) is a monotone nonincreasing function on
(s, T );

(ii) if for some t1 ∈ (s, T ) the function v(·, t1) has a multiple zero
in (θ1(t1), θ2(t1)), then t 7→ z(θ1(t),θ2(t))(v(·, t)) is discontinuous at
t = t1 (hence, by (i), it drops at t = t1).

These are standard results in case θ1, θ2 are independent of t (see
[3, 10]). It is straightforward to extend them to the case of variable θ1,
θ2. Indeed, the monotonicity property, which is a consequence of the
maximum principle and Jordan curve theorem (see for example [26]),
is proved in the same way as for constant θ1, θ2. The finiteness and
dropping properties are derived from the local structure of the nodal
set of v near points (x0, t0), where x0 is a multiple zero of v(·, t0)
[3, 10]. These apply in our setting in the same way. An interested
reader can also verify that the results for variable θ1, θ2 can be derived
from those for constant θ1, θ2 via an approximation argument. For
this one first chooses neighborhoods of the graphs of θ1, θ2 on which
v does not vanish. Approximating the functions θ1, θ2 by suitable
piecewise constant functions θ̃1, θ̃2, with graphs in the nonvanishing
neighborhoods, one can prove the desired conclusion by repeatedly
using Lemma 2.2 on time-independent intervals.

Observe that if (2.3) holds (in particular, if θ1, θ2 are finite) then
statements (i), (ii) of the lemma imply that v(·, t) can have a multiple
zero in (θ1(t), θ2(t)) only for isolated values of t. Regardless of (2.3),
we can say that given any bounded interval (R1, R2), the function
v(·, t) can have a multiple zero in (R1, R2) only for isolated values of
t. To show this, fix any t0 and enlarge the interval (R1, R2) slightly,
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if necessary, so that v(R1, t) 6= 0 6= v(R2, t) for t ≈ t0 (this is possible
by the first statement of the lemma). Then we can use statements (i),
(ii) on the interval (θ1(t), θ2(t)) = (R1, R2) for t ≈ t0.

In applications of Lemma 2.2 below, we set v = u1− u2, where u1,
u2 are solutions of (1.2) with N = 1 and p > 1. Such v is a solution of
(2.1) with a(x, t) = p|ζ|p−1(x, t), where ζ(x, t) is between u1(x, t) and
u2(x, t).

Proof of Proposition 2.1. The proof is by contradiction: we assume
u 6≡ 0. By Theorem 1.2 and Lemma 2.2, u(·, t) must have at least
one zero for each sufficiently large negative t. Lemma 2.2 further
implies that there exists τ0 ∈ R such that zR(u(·, t)) ≥ 1 is constant
on (−∞, τ0] and therefore all zeros of u(·, t) are simple if t ∈ (−∞, τ0].
For t ≤ τ0 we let η(t) ≤ ξ(t) denote the smallest and largest zero
of u(·, t), respectively. By the implicit function theorem, ξ and η are
C1-functions on (−∞, τ0]. Clearly, u is of one sign in each of the sets
{(x, t) ∈ R2 : x > ξ(t), t ≤ τ0} and {(x, t) ∈ R2 : x < η(t), t ≤
τ0}. Replacing u with −u, if necessary, we shall assume below that
u(x, t) > 0 for x > ξ(t), t ≤ τ0.

We distinguish the following two possibilities:

(a) Either ξ(t) is not bounded from above or η(t) is not bounded
from below.

(b) There exists R0 such that −R0 < η(t) ≤ ξ(t) < R0 for all t ≤ τ0.

Consider case (a) and for definiteness assume that ξ(t) is un-
bounded from above (the case of η(t) being unbounded from below
is analogous). For any τ ∈ (−∞, τ0] and λ > ξ(τ) set

Qλ
τ := {(x, t) : ξ(t) < x < λ, t ∈ (sλ(τ), τ ]}, (2.4)

where
sλ(τ) := sup{s < τ : ξ(s) = λ}. (2.5)

Since λ > ξ(τ) and ξ is unbounded from above, sλ(τ) ∈ (−∞, τ).
Define further

vλ(x, t) = u(2λ− x, t)− u(x, t) ((x, t) ∈ R2). (2.6)

Then vλ solves a linear parabolic equation (2.1) on Q = R2 and vλ ≥ 0
on the parabolic boundary of Qλ

τ ; more specifically, vλ(λ, t) = 0 and
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vλ(ξ(t), t) > 0 for t ∈ (sλ(τ), τ) (the latter follows from the positivity
of u(x, t) for x > ξ(t)). Therefore, by the maximum principle, vλ > 0
in Qλ

τ and then, by the Hopf boundary principle,

0 > vλx(λ, t) = −2ux(λ, t) (t ∈ (sλ(τ), τ ]). (2.7)

In particular, ux(λ, τ) > 0. Since λ > ξ(τ) was arbitrary, we conclude
that for each τ ≤ τ0

ux(x, τ) > 0 (x > ξ(τ)). (2.8)

Now choose any sequence yk →∞ and consider the function

uk(x, t) := u(x+ yk, t) ((x, t) ∈ R2).

Since u is bounded, parabolic estimates imply that uk, replaced by a
subsequence if necessary, converges locally uniformly on R2 to a solu-
tion ū of (1.2). Now, (2.8) implies that for each fixed t ≤ τ0 the limit
ū(x, t) is positive and independent of x (it is equal to limy→∞ u(y, t)).
Consequently, ū is an entire positive x-independent solution of (1.2),
which is absurd.

Next we consider case (b), dividing it further into the following
two possibilities.

(b1) ‖u(·, t)‖L∞(−R,R) → 0 as t→ −∞ for each R > 0.

(b2) There exist a sequence tk → −∞ and positive constants R1, β0

such that ‖u(·, tk)‖L∞(−R1,R1) ≥ β0 for each k = 0, 1, . . . .

For τ ≤ τ0 and λ > ξ(τ) we define vλ, Qλ
τ as in (2.6), (2.4). The

value sλ(τ) is as in (2.5) with the understanding that sup ∅ = −∞.
Assume (b1). We show that in this case, too, (2.8) holds for all

sufficiently large negative τ and this leads to a contradiction as above.
As in case (a), (2.8) follows from the Hopf boundary principle if we
prove that for each λ > ξ(τ) one has vλ > 0 in Qλ

τ . This holds, by the
same arguments as in case (a), if sλ(τ) > −∞. We thus only need to
consider the possibility sλ(τ) = −∞, that is, ξ(t) < λ for all t ≤ τ .

Let µ1, ϕ1 be, respectively, the principal eigenvalue and a positive
eigenfunction of the eigenvalue problem

ϕxx + µϕ = 0, x ∈ (−R0 − 1, λ+ 1),

ϕ = 0 x ∈ {−R0 − 1, λ+ 1}.
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By (b1), for each sufficiently large negative τ ≤ τ0

max{|u|p−1(2λ− x, t), |u|p−1(x, t)} ≤ µ1

2p
(x ∈ [−R0, λ], t ≤ τ).

(2.9)
Fix any such τ . Observe that in the equation (2.1) satisfied by vλ,
we have a(x, t) = p|ζ|p−1(x, t), where ζ(x, t) is between u(x, t) and
u(2λ− x, t). By (2.9),

a(x, t) ≤ µ1/2 ((x, t) ∈ [−R0, λ]× (−∞, τ)).

Also note that for each t ≤ τ

vλ(λ, t) = 0 > −ϕ1(λ) and vλ(ξ(t), t) > 0 > −ϕ1(ξ(t)).

Therefore, using a comparison argument on the set Q̃λ
τ (s) := Qλ

τ ∩
(R × (s, τ ]), with an arbitrary s ∈ (−∞, τ), we obtain the following
conclusion. If ε > 0 is a constant and vλ(·, s) ≥ −εϕ1 on [ξ(s), λ]
then vλ ≥ −εϕ1 on Q̃λ

τ (s). Now, in view of (b1), we can take ε > 0
arbitrarily small, upon taking s < 0 large enough. Sending ε→ 0 (and
s → −∞) we obtain vλ ≥ 0 on Qλ

τ . The strong maximum principle
then gives vλ > 0 on Qλ

τ , as desired. We have thus completed our
argument in case (b1).

Finally, assume that (b2) holds. Set

uk(x, t) = u(x, tk + t) (x ∈ R, t ∈ (−∞, τ0 − tk)).

A suitable subsequence of these functions converges locally uniformly
on R2 to a bounded solution ũ of (1.2) such that ‖ũ(·, 0)‖L∞(−R1,R1) ≥
β0 and ũ ≥ 0 in (R0,∞)×R. By Lemma 2.2 and the strong maximum
principle, ũ > 0 in (R0,∞) × R. Similarly, ũ does not vanish in
(−∞,−R0)× R, hence

for each t all zeros of ũ(·, t) are contained in [−R0, R0]. (2.10)

Moreover,
z(−R0−1,R0+1)(ũ(·, t)) = m (t ∈ R), (2.11)

where
m := zR(u(·, s)) = z(−R0,R0)(u(·, s)) (s ≤ τ0).

Indeed, if z(−R0−1,R0+1)(ũ(·, t)) < m for some t, then the same is true
for any larger t and hence we can assume in addition that all zeros of
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ũ(·, t) are simple. Then, since u(·, tk+ t)→ ũ(·, t) in C1[−R0−1, R0 +
1], we have z(−R0,R0)(u(·, tk + t)) < m for each sufficiently large k, a
contradiction. The inequality z(−R0−1,R0+1)(ũ(·, t)) > m is ruled out
by a similar argument.

By (2.11), all zeros of ũ(·, t) are simple and hence the largest zero,
which we denote by ξ̃(t), is a C1 function of t. Clearly,

ξ̃(t) = lim
k→∞

ξ(tk + t) ≤ σ := lim sup
s→−∞

ξ(s).

Our goal is to prove that the points of local maxima and minima
of ũ(·, t) in (ξ̃(t),∞), if there are any, are independent of t. We then
show that that leads to a contradiction.

First we show that for each τ ∈ R one has

ũx(λ, τ) ≥ 0 (2.12)

whenever ξ̃(τ) ≤ λ ≤ σ. Obviously, (2.12) holds (with the strict
inequality) at the simple zero λ = ξ̃(τ) of ũ(·, τ). Hence, it is sufficient
to prove (2.12) for any λ satisfying ξ̃(τ) < λ < σ (if there is no such
λ, i.e. if ξ̃(τ) = σ, the previous argument alone gives the desired
conclusion).

Fix any τ ∈ R and ξ̃(τ) < λ < σ. For all sufficiently large k
we have ξ(τ + tk) < λ. Also, λ < σ implies that sλ(τ + tk) > −∞.
Therefore, as in case (a), ux(λ, τ+tk) > 0. Taking the limit as k →∞,
we obtain (2.12).

Now let λ > σ. For a sufficiently large τ1 < τ0 we have ξ(t) < λ
for all t ≤ τ1. Let ṽλ be defined as vλ with u in (2.6) replaced with
ũ. Since ṽλ 6≡ 0 (we have ṽλ(ξ̃(t), t) > 0), we can fix t̂ < τ1 such that
vλ(·, t̂) has only simple zeros in [−R0− 1, 2λ+R0 + 1]. It then follows
from the convergence

vλ(·, tk + t̂)→ ṽλ(·, t̂)

in C1[−R0 − 1, 2λ+R0 + 1] that there is M such that

z(ξ(tk+t̂),2λ−ξ(tk+t̂))(v
λ(·, tk + t̂)) ≤M (2.13)

for all sufficiently large k. Note that 0 < vλ(ξ(t), t) = −vλ(2λ −
ξ(t), t) for each t ≤ τ1. Hence, Lemma 2.2 and (2.13) imply that
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z(ξ(t),2λ−ξ(t))(v
λ(·, t)) is independent of t for large negative t, say for

t ≤ τ2 (τ2 may depend on λ). Using Lemma 2.2 again we infer that
vλ(·, t) has only simple zeros in (ξ(t), 2λ−ξ(t)) for t ≤ τ2. In particular,
since vλ(λ, t) = 0, we have −2ux(λ, t) = vλx(λ, t) 6= 0 for all t ≤ τ2.

The above considerations show that for each λ > σ, there exists

lim
t→−∞

signux(λ, t) ∈ {−1, 1} (2.14)

(this argument was inspired by [11]). This has the following conse-
quence on ũ: if λ > σ then either ũx(λ, ·) ≥ 0 on R or ũx(λ, ·) ≤ 0
on R. Combining this information with the fact that (2.12) holds
whenever ξ̃(τ) ≤ λ ≤ σ, we conclude that either ũ(·, t) is monotone
nondecreasing on (ξ̃(t),∞) for each t ∈ R or else there is λ ≥ σ such
that ũx(λ, ·) ≡ 0 (namely, λ = inf{µ ≥ σ : ũx(µ, ·) ≤ 0 on R}). The
former leads to a contradiction, as we have seen above. In the lat-
ter case, the function ṽλ(·, t) has a multiple zero at x = λ for each
t ∈ R, which is possible only if ṽλ ≡ 0. In case λ > ξ̃(t) for some
t this contradicts the positivity of ũ(·, t) in (ξ̃(t),∞). If ξ̃ ≡ λ then
−2ũx(ξ̃(t), t) = ṽλx(·, t) = 0 contradicts the simplicity of ξ̃(t) as a zero
of ũ(·, t).

We have thus finished the arguments is case (b2) and thereby com-
pleted the proof.

Remark 2.3. In order to make the proof of Proposition 2.1 self-
contained we have based it entirely on the maximum and intersection-
comparison principles. At some steps we could have used alternative
arguments and perhaps it is worthwhile to mention the following ones.
Inequality (2.8) could also be ruled out using results of [27] (see (5.1)
below). Case (b2) in the proof of Proposition 2.1 could also be re-
solved by energy arguments similar to those used in Proposition 2.4
below. In fact, the boundedness of ũ, (2.10) and [31, Theorem 3.1(ii)
and Remark 3.4(e)] used with Ω = {x : |x| > R0} guarantee estimate
(2.15) with u replaced by ũ.

Next we consider bounded radial solutions of (1.2).

Proposition 2.4. Let 1 < p < pS and let u be a classical bounded
radial solution of (1.2). Assume that there exists Z ∈ N such that
(1.6) is true. Then u ≡ 0.
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The main ingredients of the proof of this result are the Liouville-
type results of Proposition 2.1 and Theorem 1.1, energy estimates,
and the following Doubling Lemma of [30].

Lemma 2.5. Let (X, d) be a complete metric space and let ∅ 6= D ⊂
Σ ⊂ X, with Σ closed. Set Γ = Σ \ D. Finally let M : D → (0,∞)
be bounded on compact subsets of D and fix a real k > 0. If y ∈ D is
such that

M(y) dist(y,Γ) > 2k,

then there exists x ∈ D such that

M(x) dist(x,Γ) > 2k, M(x) ≥M(y),

and
M(z) ≤ 2M(x) for all z ∈ D ∩BX

(
x, kM−1(x)

)
.

Proof of Proposition 2.4. The proof is by contradiction: we assume
u 6≡ 0. First we prove that there is a constant C > 0 such that

|u(r, t)|r2/(p−1) + |ur(r, t)|r(p+1)/(p−1) ≤ C (r > 0, t ∈ R). (2.15)

Assume on the contrary that there exist rk > 0 and tk ∈ R such that

|u(rk, tk)|r2/(p−1)
k + |ur(rk, tk)|r(p+1)/(p−1)

k →∞.

Set

M(r, t) := |u(r, t)|(p−1)/2 + |ur(r, t)|(p−1)/(p+1) (r > 0, t ∈ R).

Passing to a subsequence we may assume M(rk, tk) > 2k/rk. Notice
that rk = distP ((rk, tk), ∂Q), where distP ((r1, t1), (r2, t2)) := |r1 −
r2| +

√
|t1 − t2| denotes the parabolic distance and Q := (0,∞) × R.

Now the Doubling Lemma (Lemma 2.5 with X = R2, dist = distP ,
D = Q, Γ = ∂Q) guarantees the existence of (r̃k, t̃k) ∈ Q such that
Mk := M(r̃k, t̃k) > 2k/r̃k and

M(r, t) ≤ 2Mk whenever |r − r̃k|+
√
|t− t̃k| <

k

Mk

.

Set λk := 1/Mk and

vk(ρ, s) := λ
2/(p−1)
k u(r̃k + λkρ, t̃k + λ2

ks).
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Then

|vk(0, 0)|(p−1)/2 + |∂ρvk(0, 0)|(p−1)/(p+1) = 1,

|vk(ρ, s)|(p−1)/2 + |∂ρvk(ρ, s)|(p−1)/(p+1) ≤ 2 (|ρ|+
√
|s| < k),

z(0,∞)(vk(·, s)) ≤ Z (s ∈ R),

and vk solves the equation

∂tvk − ∂ρρvk =
N − 1

r̃k/λk + ρ
∂ρvk + |vk|p−1vk.

Since r̃k/λk = r̃kMk → ∞, it is easy to pass to the limit to get a
nontrivial bounded solution v of (1.2) with N = 1 satisfying (1.7).
However, this contradicts Proposition 2.1. Consequently, (2.15) is
true.

We now complete the proof using energy arguments. Estimate
(2.15) guarantees ‖u(·, t)‖E ≤ C and |E(u(·, t))| ≤ C with C indepen-
dent of t (recall that the space E is defined in (1.5)). This also implies
(cf. (1.11)) ∫

R

∫
RN
u2
t dx dt <∞.

Choose tk → −∞ such that
∫

R u
2
t (x, tk) dx→ 0. Then

‖u(·, tk)‖L∞(RN ) → 0. (2.16)

Indeed, if not then we may assume ‖u(·, tk)‖L∞(RN ) ≥ c for some c > 0.
Choose rk > 0 such that |u(rk, tk)| ≥ 1

2
‖u(·, tk)‖L∞(RN ). We may

assume that either rk → r∞ ∈ [0,∞) or rk → ∞. In the former case
a subsequence of vk(r) := u(r, tk) converges in Cloc([0,∞)) to some
function v which is a radial solution of −∆v = |v|p−1v in RN , the zero
number of v is finite and v(r∞) ≥ c/2, which contradicts Theorem 1.1.
In the latter case we set vk(r) := u(rk+r, tk). Then a subsequence of vk
converges in Cloc(R) to a nontrivial solution v of the limiting problem
−vrr = |v|p−1v, r ∈ R, and zR(v) <∞, which contradicts Theorem 1.1
again. Hence indeed (2.16) is true and parabolic regularity estimates
guarantee

‖u(·, tk + 1)‖L∞(RN ) + ‖∇u(·, tk + 1)‖L∞(RN ) → 0.

Analogous arguments show the existence of t̃k →∞ such that

‖u(·, t̃k + 1)‖L∞(RN ) + ‖∇u(·, t̃k + 1)‖L∞(RN ) → 0.
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Now estimate (2.15) enables us to show E(u(·, tk + 1)) → 0 and
E(u(·, t̃k + 1))→ 0 which implies E(u(·, t)) ≡ 0 and ut ≡ 0. However,
this contradicts Theorem 1.1.

Proof of Theorems 1.4 and 1.5. Propositions 2.4 and 2.1 prove the Li-
ouville theorems under the extra assumption of boundedness of u. To
remove this assumption, thus showing that Theorems 1.4 and 1.5 fol-
low from Propositions 2.4 and 2.1, respectively, one uses scaling and
the Doubling Lemma in the same way as in the proof of [31, Theo-
rem 3.1]. We omit the details.

Proof of Theorem 1.6. Set ũ(x, t) := u(x, t) for x ≥ 0 and t ∈ R,
ũ(x, t) := −u(−x, t) for x < 0 and t ∈ R. Then ũ is a solution of
(1.2) satisfying the assumptions of Theorem 1.5 (with Z replaced by
2Z + 1), hence ũ ≡ 0.

Remark 2.6. In the proof of Proposition 2.4 we showed how energy
and scaling arguments can be used to derive the Liouville result for
radial solutions from the Liouville theorem for nonsymmetric solutions
of the one-dimensional problem. This sort of reasoning can of course
be applied to positive solutions as well. Specifically, if u is a positive
bounded radial solution of (1.2) (with N ≥ 1 and p > 1) then one can
use Theorem 1.2 instead of Proposition 2.1 in order to prove estimate
(2.15). Consequently, the proof of Proposition 2.4 (and the doubling
arguments used in the proof of Theorem 1.4) give one of the alternative
proofs of Theorem 1.3 mentioned in the introduction.

Estimate (2.15) was used in the second part of the proof of Propo-
sition 2.4 in order to prove a uniform bound for u(·, t) in the energy
space E . It is clear that the same bound can be obtained if we replace
estimate (2.15) by the estimate

|u(r, t)|rα + |ur(r, t)|rβ ≤ C (r > 0, t ∈ R), (2.17)

for some α > N/(p + 1) and β > N/2. In what follows we find a
sufficient condition guaranteeing (2.17). Our estimates will also be
needed in the subsequent section.

Proposition 2.7. Let p > 1 and let u be a radial solution of (1.2)
satisfying

|u(r, t)| ≤ C1 min(1, r−α) (r > 0, t ∈ R), (2.18)
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where 0 < α < 2/(p − 1). Fix β < α(p + 1)/2. Then there exists a
constant C = C(C1, N, p, α, β) such that

|ur(r, t)| ≤ C min(1, r−β) (r > 0, t ∈ R). (2.19)

In particular, if p < pS and (2.18) is true with some α > N/(p + 1)
then (2.17) is true with some α > N/(p+ 1) and β > N/2.

Corollary 2.8. Let 1 < p < pS and let u = u(r, t) be a bounded radial
solution of (1.2) satisfying (2.18) with some α > N/(p + 1). Then
u ≡ 0.

Proof. The result follows from the remarks preceding Proposition 2.7,
the proof of Proposition 2.4 and the nonexistence of non-trivial sta-
tionary solutions in the energy space E .

In the proof of Proposition 2.7 we will need the following lemma.

Lemma 2.9. Let p > 1 and let u be a radial solution of (1.2) satisfying
(2.18) with some α ∈ (0, 2/(p−1)]. Let R ≥ 1, T ∈ R and q ∈ (1,∞).
Then there exists C2 = C2(C1, N, q) > 0 such that(∫ T

T−2R2

∫ 7R

3R

|urr(r, t)|q dr dt
)1/q

≤ C2R
3/q−pα. (2.20)

Proof. By C we denote various positive constants which depend only
on C1, N, q. Given r ∈ (0, R], denote

Qr(R, T ) := {(x, t) ∈ RN+1 : 5R−4r < |x| < 5R+4r, T−8r2 < t < T}
and Qr := Qr(1, 0). Set also v(y, s) := u(Ry, T + R2s), (y, s) ∈ Q1.
Then vs − ∆yv = R2|v|p−1v and |v| ≤ C1R

−α in Q1. This fact and
interior parabolic Lq-estimates guarantee(∫

Q1/2

|D2
yv|q

)1/q

≤ C
((∫

Q1

|v|q
)1/q

+R2
(∫

Q1

|v|pq
)1/q)

≤ C(R−α +R2−pα) ≤ CR2−pα.

Consequently,

CR(N−1)/q
(∫ T

T−2R2

∫ 7R

3R

|urr(r, t)|q dr dt
)1/q

≤
(∫

QR/2(R,T )

|D2
xu|q dx dt

)1/q

= R−2
(∫

Q1/2

|D2
yv|qRN+2 dy ds

)1/q

≤ CR(N+2)/q−pα,
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which concludes the proof.

Proof of Proposition 2.7. Obviously it is sufficient to prove the result
for β sufficiently close to α(p+ 1)/2. We may thus assume that

α(p+ 1)/2 > β > max(α, pα− 1).

By C we denote various positive constants depending only on C1, N, p,
α, β.

Since |u| ≤ C1, standard parabolic regularity estimates show |ur| ≤
C, hence (2.19) is true for the restricted range r ≤ 5 and t ∈ R. Now,
if (2.19) is not true in the whole range r > 0 then, given CM =
CM(C1, N, p, α, β) > 0, there exists R ≥ 1 and T ∈ R such that

|ur(5R, T )| > CMR
−β. (2.21)

We show that if CM = CM(C1, N, p, α, β) is sufficiently large, as spec-
ified below, then (2.21) leads to a contradiction.

First we prove that for CM large enough (2.21) implies

(∀t ∈ [T − 2, T − 1]) (∃rt ∈ [4R, 6R]) |ur(rt, t)| >
√
CMR

−β. (2.22)

Assume on the contrary,

(∃t0 ∈ [T −2, T −1]) (∀r ∈ [4R, 6R]) |ur(r, t0)| ≤
√
CMR

−β. (2.23)

We have (ur)t −∆ur = aur, where a := −(N − 1)/r2 + p|u|p−1, hence
a ≤ ca := pCp−1

1 . The comparison principle implies |ur| ≤ v for t ≥ t0,
where v is the solution of the linear Cauchy problem

vt −∆v = cav, t > t0, v(·, t0) = |ur|(·, t0).

Denoting w := e−ca(t−t0)v and cw := e2ca we have

wt −∆w = 0, t > t0, w(·, t0) = |ur|(·, t0),

and |ur| ≤ cww for t ∈ [t0, t0 + 2]. Fix x0 ∈ RN with |x0| = 5R. Then
estimates (2.21), (2.23) and the boundedness of ur guarantee

CMR
−β < |ur(5R, T )| ≤ cww(x0, T ) ≤ cw

∫
RN
e−|x0−y|2/8w(y, t0) dy

≤ cw
√
CMR

−β
∫
|y−x0|<R

e−|x0−y|2/8 dy

+ C

∫
|y−x0|>R

e−|x0−y|2/8 dy

≤ C
√
CMR

−β,
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so that CM < C2. This shows that if CM in (2.21) is sufficiently large
then (2.21) implies (2.22).

Fix q > 1 such that q((p+ 1)α− 2β) ≥ 3 +α− β. Notice that this
choice of q and the inequality β > pα− 1 imply

θ := q′(pα− β − 3/q) ∈ [β − α, 1],

where q′ = q/(q − 1). Lemma 2.9 guarantees the existence of t0 ∈
[T − 2, T − 1] such that(∫ 7R

3R

|urr(r, t0)|q dr
)1/q

≤ C2R
3/q−pα. (2.24)

Due to (2.22) there exists r0 ∈ [4R, 6R] such that

|ur(r0, t0)| >
√
CMR

−β. (2.25)

Using the Mean Value Theorem, Hölder’s inequality and estimate
(2.24) we obtain for any r ∈ (0, Rθ]

|ur(r0 + r, t0)− ur(r0, t0)| ≤ C2R
3/q−pα+θ/q′ = C2R

−β ≤ 1

2

√
CMR

−β,

provided CM ≥ 4C2
2 . This inequality and (2.25) imply

|ur(r0 + r, t0)| ≥ 1

2

√
CMR

−β (r ∈ (0, Rθ)),

so that

|u(r0 +Rθ, t0)− u(r0, t0)| ≥ 1

2

√
CMR

−β+θ ≥ 1

2

√
CMR

−α,

which contradicts (2.18) for CM large enough.

3 Alternative proof of Theorem 1.3

This section is a slight detour from the main course of the paper.
We utilize here the energy estimates derived above in order to give
an alternative proof of Theorem 1.3 under the additional assumption
p < 3. As mentioned in the introduction, although the result is weaker
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than that in [29], new ideas of this proof might be of interest to some
readers.

In the following three lemmas we assume that 1 < p < pS, p < 3
and u is a positive bounded radial solution of (1.2). We set Br :=
{x ∈ RN : |x| < r}. By C, c we will denote various positive constants
which may vary from step to step but which are independent of r and
t.

Lemma 3.1. There exists a positive constant C0 independent of r > 0
and t ∈ R such that∫

Br

u(x, t) dx ≤ C0r
N−2/(p−1). (3.1)

Proof. Set ϕ1(x) := π−N/2e−|x|
2

and y(t) :=
∫

RN u(x, t)ϕ1(x) dx. Then

[35, (17.3)] implies y(t) ≤ (2N)1/(p−1), hence

π−N/2e−1

∫
B1

u(x, t) dx ≤ y(t) ≤ (2N)1/(p−1),

which proves (3.1) for r = 1.
If r > 0 is general, we set v(y, s) := r2/(p−1)u(ry, r2s). Then v is a

positive radial solution of (1.2), hence the above estimate shows

C0 ≥
∫
B1

v(y, s) dy = r−N+2/(p−1)

∫
Br

u(x, t) dx.

Lemma 3.2. There exist positive constants C1, α1 such that u(r, t) ≤
C1r

−α1 for all r > 0 and t ∈ R.

Proof. Parabolic regularity estimates imply |ur| ≤ C2 for some C2 >
0. Since p < 3 we can choose α ∈ (0, 1/(p − 1) − 1/2). Assume
u(r, t) ≥ 2C2r

−α for some t and r ≥ R ≥ 2. Then r−α ≤ r/2 and
u(ρ, t) ≥ C2r

−α for |ρ− r| < r−α due to |ur| ≤ C2, hence∫
B2r

u(x, t) dx ≥ C

∫
|ρ−r|<r−α

u(ρ, t)ρN−1 dρ ≥ C̃rN−1−2α,

which contradicts Lemma 3.1 for R = R(C0, C̃) large enough.
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Set

α∗ := sup{α > 0 : (∃C > 0) u(r, t) ≤ Cr−α for all r ≥ C, t ∈ R}
= sup{α > 0 : (∃D > 0) u(r, t) ≤ Dr−α for all r > 0, t ∈ R}.

Lemma 3.3. α∗ ≥ 2/(p− 1).

Proof. Lemma 3.2 guarantees α∗ ≥ α1 > 0. Assume on the contrary
α∗ < 2/(p − 1). Fix δ > 0 small (to be specified later) and set
α := α∗ − δ, γ := α∗ + δ. We can assume α > 0 and γ < α(p + 1)/2.
By the definition of α∗ we have

u(r, t) ≤ Dr−α (r > 0, t ∈ R), (3.2)

and there exist rk →∞ and tk ∈ R such that

u(rk, tk) > kr−γk . (3.3)

Fix β ∈ (γ, α(p+ 1)/2). Proposition 2.7 and (3.2) guarantee

|ur(r, t)| ≤ Cβr
−β (r > 0, t ∈ R). (3.4)

Now (3.3) and (3.4) imply

u(r, tk) ≥
k

2
r−γk (|r − rk| < 1) (3.5)

for k large enough. Lemma 2.9 (used with R = rk/5 and T = tk + 2)
guarantees the existence of τk ∈ [tk + 1, tk + 2] such that(∫ 7rk/5

3rk/5

|urr(r, τk)|q dr
)1/q

≤ Cr
3/q−pα
k . (3.6)

Here q > 1 can be taken arbitrarily large (and C depends on q). Since
u ≥ v for t ≥ tk, where v is the solution of the Cauchy problem

vt −∆v = 0, t > tk, v(·, tk) = u(·, tk),

estimate (3.5) implies

u(rk, τk) ≥ min
τ∈[tk+1,tk+2]

v(rk, τ) ≥ 2c∗kr−γk (3.7)
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for some (small) constant c∗ > 0. Estimate (3.6), the Mean Value
Theorem and Hölder’s inequality imply

|ur(ρ1, τk)− ur(ρ2, τk)| ≤ Cr
3/q−pα
k |ρ1 − ρ2|1/q

′
,

(ρ1, ρ2 ∈ (3rk/5, 7rk/5))

}
(3.8)

(as usual, q′ = q/(q − 1)).
Set θ := (p−1)α/2−2δ. Choosing δ small enough we may assume

θ ∈ (0, 1), hence rθk < 2rk/5 for k large. Taking q > 1 large enough
we also have 3/q− pα+ θ(1 + 1/q′) < −γ. If ur(rk, τk) ≥ 0 then (3.8)
guarantees

ur(rk + r, τk) ≥ −Cr3/q−pα
k r1/q′ (r ∈ (0, rθk)),

hence, given r ∈ I := (rk, rk + rθk), we have

u(r, τk) ≥ 2c∗kr−γk − Cr
3/q−pα
k (r − rk)1+1/q′ ≥ c∗kr−γk

provided k is large enough. Consequently,∫
I

u(r, τk) dr ≥ c∗kr−γ+θ
k . (3.9)

Analogously, if k is large enough and ur(rk, τk) < 0 then estimate (3.9)
is true with I := (rk − rθ, rk). Consequently, in either case∫

Brk

u(x, τk) dx ≥ crN−1
k

∫
I

u(r, τk) dr ≥ c̃krN−1−γ+θ
k

which contradicts Lemma 3.1 due to N − 1− γ + θ > N − 2/(p− 1)
for δ small enough.

Proof of Theorem 1.3 for p < 3. If u is a nonnegative bounded radial
solution of (1.2), then u ≡ 0 due to Lemma 3.3, Corollary 2.8 and the
inequality 2/(p−1) > N/(p+1). Once this is proved, the nonexistence
of unbounded positive radial solutions of (1.2) follows in the same way
as in the proof of [31, Theorem 2.3].
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4 Proof of Theorem 1.7

The proof of Theorem 1.7 mimics the proof of [31, Theorem 4.1]
(cf. also the proof of [30, Theorem 6.1]) so we will only sketch it.

Sketch of the proof of Theorem 1.7. As in the case of nonnegative so-
lutions (see [31]) it is sufficient to prove assertion (i). Assume on the
contrary that there exist Tk ∈ (0,∞), ρk ∈ I, sk ∈ (0, Tk) and radial
solutions uk of (1.12) satisfying (1.14) (with T replaced by Tk) such
that the function

Mk := |uk|(p−1)/2 + |∇uk|(p−1)/(p+1)

satisfies Mk(ρk, sk) > 2k(1 + d−1
k (sk)), where dk(t) := min(t, (Tk −

t))1/2. Using the Doubling Lemma (see Lemma 2.5), we find rk ∈ I
and tk ∈ (0, Tk) such that Mk(rk, tk) > 2kmax(1, d−1

k (tk)) and

Mk ≤ 2Mk(rk, tk) in {(r, t) ∈ I×(0, Tk) : |r−rk|+|t−tk|1/2 ≤ kλk},

where λk := Mk(rk, tk)
−1. We may assume rk → r0 ∈ [R1, R2] and

tk → t0 ∈ [0,∞]. We may also assume that either (a) rk/λk → ρ0 ≥ 0
or (b) rk/λk →∞.

In case (a) we set

vk(ρ, s) := λ
2/(p−1)
k uk(λkρ, tk + λ2

ks).

The function vk is radially symmetric, it has a bounded zero number,

Nk(ρ, s) := |vk(ρ, s)|(p−1)/2 + |∂ρvk(ρ, s)|(p−1)/(p+1) ≤ 2

(ρ < min(k/2, R2/λk), |s| < k2/4, k large),

Nk(rk/λk, 0) = 1, vk solves the equation

∂svk − ∂2
ρρvk −

N − 1

ρ
∂ρvk =fk(ρ, s), where

fk(ρ, s) := λ
2p/(p−1)
k f(λkρ, tk + λ2

ks,λ
−2/(p−1)
k vk(ρ, s),

λ
−(p+1)/(p−1)
k ∂ρvk(ρ, s)),

together with the corresponding Dirichlet boundary condition (if Ω 6=
RN). Due to our assumptions on f it is easy to pass to the limit to
get a nontrivial radial solution v of the limit problem

vs −∆v = `(0, t0)|v|p−1v, ρ ∈ RN , s ∈ R,
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satisfying (1.6) with u replaced by v. However, this clearly contradicts
Theorem 1.4.

In case (b) we set

vk(ρ, s) := λ
2/(p−1)
k uk(rk + λkρ, tk + λ2

ks)

and notice that vk satisfies the equation

∂svk − ∂2
ρρvk −

N − 1

ρ+ rk/λk
∂ρvk =fk(ρ, s), where

fk(ρ, s) := λ
2p/(p−1)
k f(rk + λkρ, tk + λ2

ks,λ
−2/(p−1)
k vk(ρ, s),

λ
−(p+1)/(p−1)
k ∂ρvk(ρ, s)).

Setting ηk := min(R2 − rk, rk − R1) we may assume that either (i)
ηk/λk → ∞ or (ii) ηk/λk → c0 ≥ 0. Passing to the limit in case (i)
or (ii) we obtain a contradiction with Theorem 1.5 or Theorem 1.6,
respectively.

5 Decay of global solutions in the energy

norm

Our aim in this section is to give sufficient conditions for the decay
of the solution u(·, t) of (1.10) in the norm of E (see the paragraph
containing (1.18) for a discussion of this problem).

Throughout this section we assume that u is a global solution of
problem (1.10) with N = 1, p > 1 and u0 ∈ C(R), zR(u0) < ∞.
This assumption and [27, Theorem 1.3] guarantee that the limits
lim infx→∞ |u0(x)| · |x|2/(p−1) and lim infx→−∞ |u0(x)| · |x|2/(p−1) are fi-
nite. Consequently, if there exists

u0(∞) := lim
x→∞

u0(x) or u0(−∞) := lim
x→−∞

u0(x)

then
u0(∞) = 0 or u0(−∞) = 0, (5.1)

respectively. The proof of the following lemma is based on arguments
used in the proof of [27, Theorem 1.3].
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Lemma 5.1. Let u be a global solution of (1.10) with N = 1, p > 1
and u0 ∈ C(R), Z := zR(u0) < ∞. Let −∞ ≤ x1 < x2 ≤ ∞ be such
that the restriction of u0 to I := (x1, x2) is a monotone function which
does not change sign and which is not identically zero. Let i ∈ {1, 2}
be such that |u0(xi)| = max{|u0(x1)|, |u0(x2)|}. Then |xi| < ∞ and
there exists a constant C∗ = C∗(Z, p) independent of u0, x1, x2 such
that

|u0(x)| ≤ C∗|x− xi|−2/(p−1) (x ∈ (x1, x2)). (5.2)

Proof. Assume |xi| = ∞. Then (5.1) guarantees u0(xi) = 0. Since
|u0(xi)| ≥ |u0(x)| for x ∈ (x1, x2), we have u0 ≡ 0 on (x1, x2). How-
ever, this contradicts our assumptions. Consequently, |xi| <∞.

Without loss of generality we may assume i = 1 (otherwise consider
the function ũ0(x) := u0(−x)) and u(x1) > 0 (otherwise consider
ũ0(x) := −u0(x)). Consequently, x1 ∈ R, u0 ≥ 0 on (x1, x2) and u0 is
nonincreasing in that interval. We may also assume x1 = 0 (otherwise
consider ũ0(x) := u0(x+ x1)).

The proof of [27, Theorem 1.3] shows the existence of 0 < α <
β < ∞ and a smooth function uτ0 with support in [α, β] such that
the solution uτ of (1.10) with initial data uτ0 exhibits (Z + 2)-polar
blow-up. More precisely, there exists T τ < ∞ and −∞ < y1 <
y2 < · · · < yZ+2 < ∞ such that either limt→T τ (−1)juτ (yj, t) = ∞,
j = 1, 2, . . . , Z+2, or limt→T τ (−1)juτ (yj, t) = −∞, j = 1, 2, . . . , Z+2.

Set L := supR |uτ0| and, given λ > 0, denote

vλ(x, t) := λ2/(p−1)uτ (λx, λ2t), x ∈ R, t ∈ [0, T τ/λ2),

vλ0 (x) := λ2/(p−1)uτ0(λx), x ∈ R.

Then |vλ0 (x)| ≤ Lλ2/(p−1) if x ∈ [α/λ, β/λ], vλ0 (x) = 0 otherwise.
Fix λ > β/x2 and notice that β/λ < x2. The relation

min
[α/λ,β/λ]

u0 > Lλ2/(p−1)

leads to a contradiction as in the proof of [27, Theorem 1.3] (denoting
z(t) := zR(u(·, t)− vλ(·, t)) we would have z(0) ≤ Z and z(t) ≥ Z + 1
for t→ T τ ). Hence,

u0(β/λ) = min
[α/λ,β/λ]

u0 ≤ Lλ2/(p−1).
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Considering x ∈ (0, x2) and choosing λ := β/x we obtain

u0(x) ≤ Lβ2/(p−1)x−2/(p−1) (x ∈ (0, x2)),

which proves the assertion.

Corollary 5.2. Let u be a global classical solution of (1.10) with
N = 1, p > 1 and u0 ∈ C1(R) satisfying zR(u0) <∞ and zR(u′0) <∞.
Then ‖u(·, t)‖Lq(R) → 0 as t→∞ for any q > (p− 1)/2, q ≥ 1.

Proof. Theorem 1.7(iii) guarantees the estimate |u(x, t)| ≤ Ct−1/(p−1).
This estimate and Lemma 5.1 guarantee both u(·, t) ∈ Lq(R) and
‖u(·, t)‖Lq(R) → 0 as t→∞.

Remark 5.3. It is likely that Lemma 5.1 (hence also Corollary 5.2
with q > N(p − 1)/2) remain true in the higher dimensional case if
we consider radial solutions and p < pS. In fact, the continuity of
the blow-up time needed in the corresponding proof of existence of
solutions with (Z + 1)-polar blow-up follows from [33]. We refrain
from proving such results since the proof would be quite long.

Proposition 5.4. Let u be a classical solution of (1.10) with N = 1,
p > 1 and u0 ∈ C1(R) satisfying zR(u0), zR(u′0) ≤ Z < ∞. Then
‖u(t)‖E → 0 as t→∞.

Proof. The decay of the Lp+1-norm follows from Corollary 5.2. State-
ment (iii) of Theorem 1.7 gives the estimate |u(x, t)| ≤ Ct−1/(p−1) and
parabolic regularity estimates show

‖ux‖∞ := ‖ux‖L∞(R×[1,∞)) <∞.

Fix t ≥ 1. Let I = (x1, x2) be any interval where u(·, t) and ux(·, t)
do not change sign. Then

‖u(·, t)‖L∞(R) ≥ |u(x2, t)− u(x1, t)| =
∣∣∣ ∫ x2

x1

ux(x, t) dx
∣∣∣

≥ 1

‖ux‖∞

∫ x2

x1

u2
x(x, t) dx,

hence ∫
R
u2
x(x, t) dx ≤ (2Z + 1)‖u(·, t)‖L∞(R)‖ux‖∞, (5.3)

which implies ‖ux(·, t)‖L2(R) → 0 as t → ∞ and concludes the proof.
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6 Periodic solutions

Proof of Theorem 1.8. In the proof we will employ with solutions of
the Cauchy-Dirichlet problem

ut −∆u = m(t)f(u), x ∈ Ω, t > 0,

u = 0, x ∈ ∂Ω, t > 0,

u(x, 0) = u0(x), x ∈ Ω,

 (6.1)

where u0 is radially symmetric and m(t+kT ) := m(t) for k = 1, 2, . . .
and t ∈ [0, T ]. The solution of (6.1) at time t will also be denoted
by u(t;u0) or u(·, t;u0) (if we want to emphasize its dependence on
u0). The maximal existence time of this solution will be denoted by
Tmax(u0). Our aim is to prove the existence of infinitely many solutions
of (1.19). We adapt the basic idea of the proof of the existence of
infinitely many equilibria in [32, Example 2]: solutions of (1.19) will
be found in the ω-limit set of a suitable subset of the boundary of the
domain of attraction of zero in problem (6.1). Set

X := {u ∈ H1(Ω) : u is radially symmetric},

DA := {u0 ∈ X : Tmax(u0) =∞ and u(t;u0)→ 0 in X as t→∞}.

ThenDA is an open set inX containing 0. Indeed, this is an immediate
consequence of the fact that the Cauchy problem (6.1) is well posed
on X and its trivial solution is asymptotically stable. Further, given
u0 ∈ X and t ∈ [0, Tmax(u0)), let

V (t) := Vu0(t) :=
1

2

∫
Ω

|∇u(x, t;u0)|2 dx−m(t)

∫
Ω

F (u(x, t;u0)) dx,

where F (s) :=
∫ s

0
f(ξ) dξ. Estimate (5.19) in [34] guarantees the exis-

tence of a constant CV > 0 (independent of u0) such that

Vu0(t) ≥ −CV (t ≥ 0) (6.2)

provided Tmax(u0) = ∞. Let Ym (m = 0, 1, 2, . . . ) denote the linear
hull of the set {ϕ0, ϕ1, . . . , ϕm}, where ϕj(x) = ϕj(|x|) = cos((2j +
1)π|x|/2R), j = 0, 1, . . . , and let Pm be the orthogonal projection in
X onto Ym. Similarly as in [32] we have z(ϕ) ≤ m for ϕ ∈ Ym and
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z(ϕ) > m for ϕ ⊥ Ym, ϕ 6= 0, where z := z(0,R) denotes the zero
number in the interval (0, R). In addition, z(ϕ′) ≤ m for all ϕ ∈ Ym.

Let P := {u0 ∈ X : Tmax(u0) > T and u(T ;u0) = u0}, thus P
is the set of initial data of T -periodic solutions. Assume that there
exists k ∈ {0, 1, . . . } such that z(u0) 6= k for all u0 ∈ P . We show that
this leads to a contradiction which proves the theorem (notice that
z(u(t;u0)) = z(u0) for all u0 ∈ P and t > 0 due to the periodicity of
u and monotonicity of z).

Set Y := Yk and M := ∂Y (DA∩Y ), where ∂Y denotes the boundary
in Y . Since limu0∈Y, ‖u0‖X→∞ Vu0(0) = −∞, estimate (6.2) guarantees
that the set DA∩Y is bounded. This fact and Theorem 1.7 imply the
existence of C > 0 (independent of u0, x and t) such that

|u(x, t;u0)| ≤ C (x ∈ Ω, t > 0, u0 ∈ DA ∩ Y ). (6.3)

Denote

M τ := {u(τ ;u0) : u0 ∈M},

O(M) :=
⋃
τ≥0

M τ , ω(M) :=
⋂
s>0

⋃
τ≥s

M τ .

We remark that the trajectories and limit sets of points or sets consid-
ered here are those of the time-periodic dynamical process generated
by (6.1). Equivalently, we could work with the discrete-time dynam-
ical system generated by the period map of (6.1), however, working
with continuous time has some advantages in applications of degree
arguments. We refer to [20] for basic properties of ω-limit sets and
related concepts.

Standard parabolic regularity estimates and (6.3) guarantee that
ω(M) is nonempty and compact. Moreover, with any u1 ∈ ω(M),
ω(M) contains the trajectory {u(·, t) : t ∈ R} of an entire solution u
of (6.1) satisfying u(·, s) = u1 for some s ∈ [0, T ). Notice also that
0 /∈ ω(M) due to the stability of the zero solution.

Consider an entire solution u : R → ω(M). By [12, Theorem
3.2], the ω- and α-limit sets of this solution are given by T -periodic
solutions. Consequently, ω(M) consists of T -periodic solutions and
their connecting orbits. Since z(v) ≤ k for any v ∈ M ⊂ Yk, the
monotonicity of the zero number [12] implies z(v) ≤ k for all v ∈
O(M)∪ ω(M). In addition z(v) < k for any v ∈ ω(M) since z(v) 6= k
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for v ∈ P . In particular, this implies k > 0. Since z(v) > k for v ⊥ Yk,
v 6= 0, we have 0 /∈ Pk(O(M)). Similarly, 0 /∈ Pk−1(ω(M)), hence
0 /∈ Pk−1(M τ ) = Pk−1Pk(M

τ ) for τ sufficiently large. This guarantees
that H1(t, v) := (1− t)v+ tPk−1v 6= 0 for any t ∈ [0, 1] and v ∈ PkM τ .
Since H2(t, v) := (1−t)v+tϕk 6= 0 for any t ∈ [0, 1] and v ∈ Yk−1\{0},
we may use the homotopies H1 and H2 to contract the set PkM

τ in
Y \ {0} to the single point ϕk 6= 0. Consequently, the Brouwer degree
deg(Pku(τ ; ·), 0, DA∩Y ) in the finite dimensional space Y equals zero.
However, this gives a contradiction, since 0 /∈ Pk(O(M)) implies

deg(Pku(τ ; ·), 0, DA ∩ Y ) = deg(Pku(t; ·), 0, DA ∩ Y )

= deg(Pku(0; ·), 0, DA ∩ Y ) = deg(Id, 0, DA ∩ Y ) = 1

for any t ∈ [0, τ ].

Next we consider the problem

ut −∆u = m(t)(up − u), x ∈ RN , t ∈ (0, T ),

u(x, t)→ 0, |x| → ∞, t ∈ (0, T ),

u(x, 0) = u(x, T ), x ∈ RN .

 (6.4)

Theorem 6.1. Assume (1.20) and 1 < p < pS. Then there exists a
positive radially symmetric solution of problem (6.4).

In what follows we set m := inftm(t), m := suptm(t),

f(u) :=

{
m(up − u) if u ≥ 1,

m(up − u) if u ≤ 1,
f(u) :=

{
m(up − u) if u ≥ 1,

m(up − u) if u ≤ 1.

In the proof of Theorem 6.1 we will need a supersolution whose exis-
tence is guaranteed by the following lemma.

Lemma 6.2. There exists ε > 0 and a C2-function g : [0,∞) →
(0,∞) with exponential decay satisfying g(0) = 1+ε, g′′(r)+f(g(r)) =
0 for r > 0.

Proof. Let α > 0 satisfy α2 < m(2p−1 − 1)/2p and r0 := (log 2)/α.
Then the function h(r) := e−α(r+r0) is a supersolution for the problem

g(0) = 1/2, g′′ + f(g) = 0 for r > 0. (6.5)
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Since zero is a subsolution for (6.5), problem (6.5) possesses a solution
g1 satisfying 0 < g1 ≤ h on [0,∞). Obviously g′1(0) ≤ h′(0) < 0.
Solving the initial value problem g2(0) = 1/2, g′2(0) = g′1(0), g′′2 +
f(g2) = 0 for r < 0, we obtain ε > 0 and r1 > 0 such that g2(−r1) =
1 + ε and g′2 < 0 on (−r1, 0) (notice that g2 is convex on the set
{r : g2(r) < 1}). Now it is sufficient to set g(r) := g2(r−r1) for r < r1

and g(r) := g1(r − r1) for r ≥ r1.

Proof of Theorem 6.1. Consider the Cauchy problem

ut −∆u = m(t)(up − u), x ∈ RN , t > 0,

u(x, 0) = u0(x), x ∈ RN ,

}
(6.6)

where u0 ≥ 0 is radially symmetric and m(t + kT ) := m(t) for
k = 1, 2, . . . and t ∈ [0, T ]. Let φ ∈ C∞(RN , [0,∞)) be a radially
symmetric and radially nonincreasing function with compact support,
φ 6≡ 0, and consider initial data in the form u0 := αφ, where α > 0.
Clearly, the trivial solution is asymptotically stable, hence if α is small
then the solution u = uα of (6.6) exists globally and tends to zero as
t → ∞. On the other hand, if α is large enough then uα blows up
in finite time. Indeed, this is shown easily by a comparison with the
Dirichlet problem for the same equation on the ball BR, where R is
chosen so large that BR contains the support of φ. For the Dirichlet
problem, blow up for solutions with initial data αφ


BR

with α large

follows by an energy argument (cp. (6.2)). We can thus conclude
that the number α∗ := sup{α > 0 : uα exists globally} is finite and
positive. In what follows we fix u0 := α∗φ and consider the threshold
solution u = uα∗ as a function depending on the radial variable r and
t ≥ 0.

Theorem 1.7(ii) guarantees that u exists globally and is bounded.
Also, since φ is radially nonincreasing, u(·, t) is such for each t ≥ 0.
Let ε and g be as in Lemma 6.2. We next show that for R > 0 large
enough, we have

u(R, t) < 1 + ε for all t ≥ 0. (6.7)

Assume on the contrary that there exist Rk →∞ and tk ∈ [0,∞) such
that u(Rk, tk) ≥ 1 + ε. Then u(r, tk) ≥ 1 + ε for all r ∈ [0, Rk] due
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to the radial monotonicity of u. Consequently, u(r, t + tk) ≥ wk(r, t),
where wk is the solution of

wt −∆w = f(w), x ∈ RN , t > 0,

w(·, 0) = (1 + ε)χBRk .

Let ψ be the solution of the ODE ψ′(t) = f(ψ(t)), t ≥ 0, with ψ(0) =
1 + ε. The function ψ blows up at some T < ∞ and wk(r, t) ↗
ψ(t) as k → ∞ for all r ∈ [0,∞) and t < T , which contradicts the
boundedness of u. This proves that (6.7) is true. Enlarging R if
necessary, we may assume u0(r, 0) = 0 for r ≥ R. Then it follows
(using the equation for u in the radial variable and ur ≤ 0) that the
function U(r, t) = g(r − R) is a supersolution to u for r ≥ R. We
conclude that

u(r, t) ≤ g(r −R) (r ≥ R, t ≥ 0). (6.8)

We now use a standard zero-number argument (cp. [16, Proof of
Lemma 3.5]) to prove that u(·, t) approaches a periodic solution as
t → ∞. Set v(r, t) := u(r, t + T ) − u(r, t), r, t ≥ 0. Since u(·, 0)
has compact support and u(r, t) > 0 for r ≥ 0 and t > 0, we see
that v(r, 0) > 0 for r large enough. Hence, by [12], the zero number
zv(t) := z(0,∞)v(·, t) is finite for t > 0, it is nonincreasing in t, and,
since vr(0, t) = 0 for all t, zv(t) drops whenever v(0, t) = 0. The
latter can occur only finitely many times which implies that v(0, t) is
of constant (non-zero) sign for all t sufficiently large, say for t ≥ t0.
Fixing t ≥ t0, the sequence {u(0, t+ kT )}k is monotone and bounded.
Let W (t) denote its limit.

Consider the sequence {u(·, · + kT )}k. Parabolic regularity esti-
mates guarantee that this sequence is relatively compact in Cloc =
Cloc([0,∞) × [0,∞)). Fix a subsequence {u(·, · + kjT )}j converging
to a limit function w in Cloc. Then w is a global radial nonnega-
tive solution of (6.6) with initial condition u0 = w(·, 0). In view of
(6.8), {u(·, kjT )}j converges to w(·, 0) in L∞([0,∞). In particular,
by the asymptotic stability of the trivial solution, w is not identical
to zero, hence it is positive by the maximum principle. In addition,
w(r, t) ≤ g(r−R) for r ≥ R and t ≥ 0. Let now k̃j →∞ be any other
sequence such that {u(·, ·+ k̃jT )}j converges to a limit function w̃ in
Cloc. We shall prove that w̃ = w for t ≥ t0, hence the whole sequence
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u(·, · + kT ) converges for t ≥ t0. It is then easy to see that the limit
w is T -periodic for t ≥ t0 which concludes the proof.

Assume that w̃(r1, t1) 6= w(r1, t1) for some r1 ≥ 0 and t1 ≥ t0.
We obviously have w(0, t) = w̃(0, t) = W (t) for all t ≥ t0, hence, in
particular, r1 > 0. Fix t2 > t1 such that w̃(r1, t) 6= w(r1, t) for all t ∈
[t1, t2]. Then the zero number zw(t) := z(0.r1)(w̃(·, t)− w(·, t)) is finite
for t ∈ (t1, t2] and, as w̃(0, t) = w(0, t) and w̃r(0, t) = wr(0, t) = 0, it
has to drop at each t ∈ (t1, t2), which is an obvious contradiction.

Remark 6.3. If N = 1 then the positive radially symmetric solution
u, as constructed in Theorem 6.1, is the unique positive solution of
(6.4) up to translations. Moreover, (6.4) does not possess any nodal
radially symmetric solutions if N = 1 (see [16, Theorem 1.2]). Thus
there are exactly three solutions of (6.4) up to translations: u, −u,
and 0 (as usual, up is interpreted as |u|p−1u here). On the other hand,
if N > 1 and m is independent of t then an analogue of Theorem 1.8
for problem (6.4) was shown in [23]; cf. also [5] for an earlier result
and [13] and the references therein for possible generalizations. These
results suggest that (6.4) might possess infinitely many solutions if
N > 1.
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[31] P. Poláčik and P. Quittner and Ph. Souplet, Singularity and de-
cay estimates in superlinear problems via Liouville-type theorems.
Part II: Parabolic equations, Indiana Univ. Math. J. 56 (2007),
879–908.

[32] P. Quittner, Boundedness of trajectories of parabolic equations
and stationary solutions via dynamical methods, Differ. Integral
Equations 7 (1994), 1547–1556.

[33] P. Quittner, Continuity of the blow-up time and a priori bounds
for solutions in superlinear parabolic problems, Houston J. Math.
29 (2003), 757–799.

[34] P. Quittner, Multiple equilibria, periodic solutions and a priori
bounds for solutions in superlinear parabolic problems, NoDEA
Nonlinear Differential Equations Appl. 11 (2004), 237–258.

[35] P. Quittner and Ph. Souplet, Superlinear parabolic problems.
Blow-up, global existence and steady states, Birkhäuser Advanced
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