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Abstract

Abstract. We consider the Cauchy problem

U = Ugy + f(u), reR, t>0,
u(z,0) = up(z), z €R,

where f is a locally Lipschitz function on R with f(0) = 0,
and ug is a nonnegative function in Cp(R), the space of
continuous functions with limits at oo equal to 0. Assum-
ing that the solution u is bounded, we study its large-time
behavior from several points of view. One of our main re-
sults is a general quasiconvergence theorem saying that all
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limit profiles of u(-,t) in LjS (R) are steady states. We also
prove convergence results under additional conditions on
ug. In the bistable case, we characterize the solutions on
the threshold between decay to zero and propagation to a
positive steady state, and show that the threshold is sharp
for each increasing family of initial data in Cjy(R).
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Introduction

Consider the Cauchy problem

U = Uz + fu), reR, t>0,
u(z,0) = up(x), r € R,
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where f is a locally Lipschitz function on R with f(0) = 0 and ug € C(R) N
L*>(R). In this paper, we are mainly interested in nonnegative initial data in
Co(R), the space of continuous functions on R converging to 0 at z = +o0.



However, the introductory discussion is more general and we do not make
that restriction yet.

We denote by u(-,t, 1) the unique (classical) solution of (1.1), (1.2) and
by T'(ug) € (0,00] its maximal existence time. If u is bounded on R x
[0, T(ug)), then necessarily T'(ug) = oo, that is, the solution is global. We
examine the large-time behavior of bounded solutions from several points of
view.

Our first concern is the behavior of bounded solutions in a localized topol-
ogy. We thus introduce the w-limit set of such a solution u, denoted by w(u)
or by w(up) if the initial datum of w is specified, as follows:

w(u) = {p: u(-t,) = ¢ for some ¢, — co}. (1.3)

Here the convergence is in L;2,(R), that is, the locally uniform convergence.
By standard parabolic regularity estimates, the trajectory {u(-,¢) : ¢ > 1} of
the bounded solution u is relatively compact in L7S (R). This implies that
w(u) is nonempty, compact and connected in Lf2 (R), and it attracts the

solution in the following sense:

dist e ) (u(-,t),w(u)) — 0 as t — oo (1.4)
(this makes sense, as the space L2.(R) is metrizable, although not complete).

If equation (1.1) is considered on a bounded interval I, instead of R,
and one of common boundary conditions, say Dirichlet, Neumann, Robin, or
periodic, is assumed, then it admits a Lyapunov functional. Specifically, the
usual energy functional

o /1 (@ —F(gp(x))) dz, with F(u) = /O " Fs)ds, (1.5)

is well defined along any classical solution and is strictly decreasing in t if the
solution is not a steady state. It is a standard consequence of the presence
of a Lyapunov functional that each bounded solution u is quasiconvergent:
w(u) consists of steady states (w(u) in this case is defined as in (1.3) with the
convergence in L>°(I)). Actually, the problems on bounded intervals have a
much more robust structure, and it can even be proved that each bounded
solution is convergent: w(u) consists of a single steady state [6, 23, 29].

In contrast, bounded solutions of (1.1) on R are not convergent in general,
even if f = 0. As shown in [8], if uy takes values —1 and 1 alternately on



suitably spaced long intervals with sharp transitions between them, then, as
t — o0, u(-,t) will oscillate between —1 and 1, thus creating a continuum
w(u) with +£1 € w(u). It is not difficult to show, using the Liouville theorem
for the linear heat equation, that the w-limit set of this solution consists of
spatially constant steady states, so the solution is quasiconvergent. If f # 0,
then bounded solutions of (1.1) are not even quasiconvergent in general. This
can be illustrated by a construction of [13] in which f is a balanced unstable
nonlinearity, and uy is identical to —1 or 1 on large intervals and has infinitely
many transitions (kinks) between these values (for related studies of a slow
motion of kinks on large bounded intervals see [4, 19]). More recent examples
given in [26, 27] show that bounded solutions which are not quasiconvergent
occur quite frequently. For example, non-quasiconvergent bounded solutions
exist whenever f is bistable in an interval [, v]: f'(a) < 0, f'(y) < 0, and
there is § € (o, ) such that f < 0in («, ), f > 0in (3,7). In this case, one
can even find non-quasiconvergent bounded solutions with (sign-changing)
initial data in Cy(R).

Energy techniques can still be applied to a class of solutions that decay
at © = Fo0o with a sufficiently fast rate and are such that both the H'-
norm and the energy functional evaluated along u(-,t) stay bounded as t —
0o. The quasiconvergence of such solutions is then proved in a standard
way. Convergence is more delicate even for solutions in the energy space, as
nonconstant steady states always occur in continua due to the translation
invariance of (1.1). Convergence results based on energy methods can be
found in [14, 15] for the one-dimensional problems and in [3, 7, 9, 16, 20] for
problems in higher dimensions. We will discuss a result from [15] in more
detail below in connection with our Theorem 2.4. Let us also mention a
theorem of [17], where the convergence is proved for solutions whose decay
at * = +o00 need not occur with any specific rate, but is assumed to be
uniform with respect to time.

In a different way, the energy functional, more precisely the whole family
of functionals (1.5) with I C R bounded, is used in [21, 22]. No decay
assumption is needed in this analysis and one of its results is that if the
solution u(+, -, up) is bounded, then w(ug) contains at least one steady state.
As the examples mentioned above show, this result is in some sense optimal.
It cannot be further improved so as to state the quasiconvergence of the
solution, unless more specific initial data are considered.

In this context, two natural specific classes of uy come to mind: nonneg-
ative ug with compact support, and nonnegative ug in Cy(R). They are both
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of interest, mathematically as well as physically, but only the second one is
an invariant class for (1.1), (1.2): wu(-,¢,up) stays in Cy(R) for all t > 0 if
Ug € CO (R)

Initial data with compact support were considered in [10], where it was
proved that for any nonnegative continuous ug with compact support the
solution u(-, -, ug) is convergent, if bounded. More specifically, w(ug) consists
of a single steady state (, and either ¢ is identical to a zero of f or it is
symmetric (even) about some center and symmetrically decreasing to a zero
of f as |z| = oo. In [11], this result was improved slightly by specifying more
precisely which zeros of f are relevant in the conclusion; under additional
conditions, the result was also extended in [11] to higher dimensions.

In this paper, we consider the other specific class: uy € Cy(R), ug > 0.
One of our main result is a general quasiconvergence theorem: for each such
ug, the solution wu(:,-,ug) is quasiconvergent if it is bounded. See Theo-
rem 2.1 below for the precise statement and additional information. Using
this theorem, we then give several sufficient conditions for the convergence
of u(-, -, up), including as a special case the condition that uy has compact
support.

We wish to emphasize that in this kind of analysis, there is a substantial
difference between initial data with compact support and those in Cy(R). The
assumption of ug > 0 having compact support has strong immediate impli-
cations on the solution. In particular, reflection techniques can be effectively
employed to yield, among other things, the monotonicity of u(-, , ug) outside
any interval containing the initial support [10, 11, 30]. This is no longer
the case for general uy € Cy(R). Consequently, there appear to be different
possibilities for the behavior of the solutions and our analysis necessarily re-
lies on completely different techniques. Among them, the most prominent
one is the method of spatial trajectories, as described in Section 4 (see also
[28]), which links properties of the solutions of the parabolic equation (1.1)
to certain structures in the phase plane portrait of the ordinary differential
equation u,, + f(u) = 0.

So far, we have only discussed the large-time behavior of the solution
u(+, -, up) in bounded spatial intervals, which is captured by its w-limit set
with respect to the locally uniform convergence. To go further and to account
for the spatial-translation invariance of (1.1), we introduce a generalized
notion of the limit set, namely the Q-limit set of a bounded solution (-, -, ug):

Qug) :=={¢ : u(- + zp, t,) — ¢ for some t,, — oo and z,, € R}.  (1.6)



The convergence here is again in L;? (R). Thus, while we still consider the
large-time behavior of the solution on bounded intervals, the intervals can
be shifted around arbitrarily as t — co. Obviously, w(ug) C Q(ug), but the
opposite inclusion is not true in general. Take, for example, a traveling front,
that is, a solution of the form u(z,t) = ¢(x — ct), where ¢ > 0 is a constant
and ¢(x) is an increasing function with finite limits o = ¢(—00), v = ¢(00).
The w-limit set of such a solution is equal to {a}, whereas its 2-limit set
contains the constants «, v as well as all the translations ¢(- — ), £ € R, of
¢. As in the case of w(ug), by standard parabolic regularity estimates the set
{u(z +-,t): t > 1, € R} is relatively compact in L2 (R) and hence Q(uy)
is nonempty, compact and connected in L72 (R).

Within the technical framework of this paper, we examine the top of
the graph of u(-,t,ug) for large times, which is described in terms of a set
Ta(ug), the top of Q(ug). Roughly speaking, Tq(ug) is the set of all elements
of Q(ug) greater than or equal t0 Yz (o), Where Ypma(uo) is a certain zero
of f contained in Q(ug) (see Section 2 for the precise definition). Our results
show that for large ¢ either the top of u(-,t,ug) is flat or it has the shape of
a symmetrically decreasing steady state of (1.1), possibly moving with time
(see Theorem 2.4 below).

In some important cases, one can show that 4,4, (ug) = 0. This holds, for
example, if the solution u(-, ¢, ug) stays bounded in an integral norm, or if it is
on the threshold between decay and propagation for bistable nonlinearities.
With Ymaz (o) = 0, one has To(ug) = Q(uo), and the previous result leads to a
complete description of the behavior of the solution u(+, ¢, ug): it is convergent
in L>(R) (not just in L;2.(R) ) (see Theorem 2.5 in the next section). If f is of
a bistable type, this conclusion allows us to describe the “threshold” between
decay to 0 and propagation to a positive constant steady state. We prove
that for each strictly ordered family of nonnegative initial data in Cy(R) the
threshold is sharp in the sense that there is only one initial datum in the
family for which neither decay nor propagation of the corresponding solution
occurs. Also we prove that the corresponding threshold solution converges to
a ground state, as t — oo, uniformly on R. These results extend theorems
of [10, 30] for initial data with compact support and [24] for symmetric and
symmetrically decreasing initial data in Cy(R).

The description of T (ug) is also a starting point for the analysis we will
carry out in a sequel to this paper, where we will consider problem (1.1), (1.2)
with f € C! and uy € Cy(R), up > 0. Imposing certain explicit and generic
conditions on f, we will prove the convergence of the solution (-, -, uy) in
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L. and give a global description of its graph in terms of traveling fronts
and propagating terraces (for the definition and existence of a propagating
terrace see [12]).

The rest of the paper is organized as follows. We formulate all our main
results in the next section. Their proofs are given in Sections 4 and 6. Sec-
tions 3 and 5 contain preliminary results on the steady states of (1.1), the
zero number of solutions of linear equations, properties of the limit sets w(ug)
and Q(ug), and convergence results based on normal hyperbolicity.

In the remainder of the paper, we assume the following

standing hypotheses: f is locally Lipschitz on R and f(0) =0. (1.7)

2 Main results

To formulate our main results, we need to introduce some notation and ter-
minology.

If v is a zero of f, a ground state of (1.1) at level v refers to a steady
state ¢ of (1.1) such that ¢ > v and p(z) — 7 as x| = oo. If 71 < 7y, are
zeros of f, a standing wave of (1.1) with limits ~;, -y, refers to a steady state
¢ of (1.1) such that v3 < ¢ < 79, and ¢ is strictly monotone with limits
o(+o00) € {71,72}. In terms of the trajectories of the first order system
associated with the equation wu,, + f(u) = 0, a ground state corresponds
to a homoclinic solution and a standing wave corresponds to a heteroclinic
solution.

Next we define a specific set of zeros of f. These are the only zeros of f
that are relevant for the description of the solutions of equation (1.1). As in

P = [ " f(s)ds.

Set

[ = {7 >0: f(y) =0 and F(y) > F(v) for all v € [0,7]}. (2.1)

Thus T is the set of all critical points of F' in [0, 00) which are “left-global”
maximizers of F'. Trivially, 0 € I'. It is easy to verify that the set I is closed.
Here is our first main result—a quasiconvergence theorem.



Theorem 2.1. Assume that ug € Co(R), ug > 0, and the solution u(-, -, ug)
is bounded. Then each ¢ € w(uyg) is a steady state of (1.1) satisfying one of
the following conditions:

(a) ¢ =~ for some~ €T,
(b) ¢ is a ground state at some level v € T,

(¢) ¢ is a standing wave with limits v1,vs € r.

Moreover, any two ground states in w(ug) are translations of one another
and for any two elements @, € w(ug) one has

F(p(=00)) = F(p(00)) = F(¢(=00)) = F((c0)). (2.2)

Theorem 2.1 is a general quasiconvergence result for nonnegative initial
data ug € Cyp(R). Moreover, it gives an information as to which steady states
can occur as limit profiles of u(-, -, ug). In particular, all periodic nonconstant
steady states are excluded. We do not know if the possibility (c) occurs for
some f and ug € Cy(R) with ug > 0 (it does occur if the condition uy > 0
is dropped, see [26]). It view of (2.2), (c) cannot occur in a typical situation
when all the left-global global maximizers of F' are strict, that is,

F(m) # F(3), whenever 71,7 € [ and 7, # 7. (2.3)

In this case, we have the following result, which follows directly from Theorem
2.1 and the uniqueness, up to translations, of the ground state at any given
level v (see Lemma 3.4 below).

Corollary 2.2. Assume that (2.3) holds. Let ug be as in Theorem 2.1. Then
there is v € T such that either w(ug) = {v} or there is a ground state ¢ at
level v such that

w(ug) C {7} U{p(-+¢): £ R}
Theorem 2.1 is also convenient to use, as a starting point, in the proof of
convergence of solutions under additional hypotheses on ug or f, as we will

see in our next result. We use the following notation. Given a function ¢ on
R and a point ¢ € R, we set

Ved(@) i= (26 — ) — $(a) (x € R). (2.4)

Note that V¢t is odd around « = £. In one of our hypotheses, we will require
that for a sufficiently large set of points £ € R, the following condition is
satisfied:



(CN)  There is an unbounded interval I = I(&) such that Veug # 0 in 1,
and either Veug > 0in 1 or Veug < 0in 1.

Theorem 2.3. Let ug be as in Theorem 2.1. Assume that there are constants
a < b such that

Vaug > 0 in (—o0,al and Vyug > 0 in [b, 00). (2.5)
Then there is y € I such that either w(ug) = {7} or
w(ug) = {p(-+&): & € J}, (2.6)

where ¢ is a ground state at level v and J is a compact interval.
If, in addition, condition (CN) is satisfied for each £ in a dense subset of
(a,b), then the above conclusion holds with (2.6) replaced by w(ug) = {¢}.

Relation (2.6) means that w(ug) is contained in the translation orbit of a
ground state . The second part of the theorem is a convergence result which
extends a convergence theorem proved in [10, 11] for initial data with compact
support. Indeed, it is clear that both (2.5) and the additional hypothesis of
Theorem 2.3 are satisfied if ug has compact support. More generally, these
conditions are satisfied by all nonnegative functions uy € Cy(R) of the form
uy = ¢g + @1, where ¢g, ¢ are continuous, ¢, is even and nonincreasing on
(0,00) (possibly ¢g = 0), and ¢; is nonnegative and has compact support.

To mention a different example, assume that ¢y € Cy(R) is even and
decreasing on (0, 00), so that V¢ > 0 in (b, 00) for each b > 0. Then the
function ug = ¢ + ¢ satisfies (2.5), provided ¢; > 0 and ¢, is small enough
outside an interval (—b,b) so that

¢1(x) < Vogo(z) (2>0),  ¢ulx) < Vopdo(z) (2 < —D).

Such a function ug also satisfies (CN) for each £ # 0 if there are positive
constants ¢ and 6 such that

do(x)e?™ = ¢ ¢y (2)e! =0, as |z| = oco.

Obviously, the conclusions of Theorem 2.3 still hold if the hypotheses are
satisfied with w replaced by (-, tg, up) for some ¢y > 0.

We next examine the Q-limit set, Q(ug), of the solution u(-, -, ug), assum-
ing as usual that uy € Co(R), ug > 0. In order to define the “top” of Q(uy),
we first set

Yomaz (10) := max K, where K := {y € T': y < ¢ for some ¢ € Q(ug)}.
(2.7)



To justify the existence of the maximum, assuming that the solution (-, -, ug)
is bounded and nonnegative, we note that K is nonempty and compact.
Indeed, K clearly contains 0 and is bounded. The closedness of K follows
easily from the fact that I is closed and Q(ug) is compact in L2 (R). We
now define the top of Q(ug) by

%(Uo) = {90 S Q(U()) tp 2> ’ymaZ(U’O)}‘ (28>
By (2.7), we have )
’Ymax(uo) € P7 7?2(“0) 7£ @
The following theorem shows that 7q(ug) consists of steady states of (1.1).

Theorem 2.4. Let ug be as in Theorem 2.1. Then either Ta(ug) = {Vmaz(uo)}
or there is a ground state at level Ya:(ug) such that

7;2(“0) = {’Ymaa:(UO)} U {90( + 5) : 5 € ]R} (29)

We next devote some space to a discussion of the case Yaz(ug) = 0,
which is precisely the case when Tq(ug) = Q(up). Trivially, this holds if there
are no positive elements in I'. More interestingly, Ymaz (o) = 0 occurs as one
of two alternatives in case f is of the unbalanced bistable case:

(BS) f e CYR), f'(0) <0, and for some y; > 3* > 0 one has

fn)=0, fu)>0 (ue[f’m)), F(B)=0, F(u) <0 (u€(0,5)).
(2.10)

Note that this condition implies that v, is the minimal positive element of
['. We shall presently see that if (BS) holds, then for any uy € Co(R) with
0 <wup < vy, either

lim u(-,t,ug) = v in Lis.(R), (2.11)

t—o00 loc

OF Ymaz (o) = 0. Indeed, it is well known (see [10, 11, 17, 18]) that there are
positive constants ¢ and ¢ with the following property:

(2.11) holds, provided for some t; > 0 one has
u(+, to, up) > y1 — 9 on a closed interval of length ¢. (2.12)
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The opposite of this, namely that wu(-,¢,ugp) is not greater than v, — § on
any closed interval of length ¢ for any ¢, clearly implies that Q(u) does not
contain any element v with ¢ > 7, hence Yaz(ug) = 0.

If Yimaz(uo) = 0, then (2.9) can be stated as

Q(ug) = {0} U{p(- +&) - £ € R}, (2.13)

where ¢ is a ground state at level 0. In this case, Theorem 2.4 tells us, in
essence, that either Q(ug) = {0} or u(-,t,ug) is globally approximated by
the sum of suitably spaced shifts of the ground state . This is related to a
result of Feireisl, who proved such a conclusion under the assumption that
llu(-,t, uo)||L2(r) stays between two positive constants [15]. Observe, that the
boundedness of ||u(-, t,uo)| r2() is another sufficient condition for Y. (uo) =
0, thus our theorem extends this result of Feireisl. The boundedness in L?*(R)
is needed in [15] for variational techniques (concentration compactness) to
apply. In contrast, our result is proved by a completely different method
and we do not need a bound in an integral norm. On the other hand, our
techniques are strictly one-dimensional and, unlike [15], we have no extension
of our theorem to higher dimensions.

The question whether the sum in the approximation of wu(:,t,uy) may
actually contain several shifts of a ground state if uy > 0 was left open in [15].
In the next result we resolve this issue. We show that not only is (-, , ug)
globally approximated by just one ground state, it actually converges to a
ground state uniformly on R. As in [15], we assume that f/(0) < 0. This
condition is essential for some of our techniques, notably the ones discussed
in Section 5.

Theorem 2.5. Assume that f € C' and f'(0) < 0. Let ug be as in Theorem
2.1. If Yimaz(uo) = 0, then, ast — oo, u(-,t,up) — ¢ in L>(R), where p =0
or ¢ is a ground state of (1.1) at level 0.

We next examine threshold solutions for bistable nonlinearities and or-
dered families of initial data in Cp(R). Assume that f satisfies condition
(BS) and let ¢ and 6 be as in (2.12). Consider a family ¢y, A € [0, 1], of
functions in Cy(R) with the following properties:

(al) 0 < ¢y < 7 for all A € [0,1], Yoo = 0, and ¢, > 73 — d on a closed
interval of length /.
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(a2) The function A — ¢ : [0,1] — Cp(R) is continuous and monotone
increasing in the sense that if A < v, then ¢, < 1, with the strict
inequality on a nonempty (open) set.

Theorem 2.6. Assume (BS) and let ¥y, A € [0,1], be a family of functions
in Co(R) satisfying (al) and (a2) (with constants £ and 6 as in (2.12)). Then
there is A\* € (0,1) with the following properties:

(t1) If ug = ¢y with A € (0, \*), then limy_,o u(-, t,up) = 0 in L=(R).
(t2) If ug = ¥y with A € (X, 1], then limy_,o0 u(-, t, ug) = 71 in LS. (R).

(t3) Ifug = Vs, then limy_,oo u(-, t, ug) — ¢ in L=(R), where ¢ is a ground
state of (1.1) at level 0.

As remarked in the introduction, this theorem extends results of [10, 30],
where the functions ¢, are assumed to have compact supports, and [24],
where they are assumed to be even and symmetrically decreasing.

Remark 2.7. All our theorems concern a bounded solution. Thus, without
affecting the validity of the theorems, we can always modify the nonlinearity
outside a bounded interval containing the range of the solution in question.
This allows us to make assumptions on the behavior of f near infinity, without
losing any generality. We shall make such assumptions to simplify some
preliminaries. Also, although our theorems concern nonnegative solutions
only, it will be convenient to have f defined on the whole real line.

3 Preliminaries I

This section consists of three parts. First, we discuss the steady states of (1.1)
and their orbits in the phase plane. Then we summarize the basic properties
of the zero-number functional. In the last part, we recall the invariance and
other properties of the w and €-limit sets.

3.1 Steady states and their trajectories in the phase
plane

In this subsection we examine the steady states of (1.1). We assume that f
satisfies the standing hypotheses (see (1.7)), but, with the exception of Lem-
mas 3.5 and 3.6, the condition f(0) = 0 is not needed and can be dropped.
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For convenience, in the whole subsection we assume in addition that f sat-
isfies the following identity near +oo:

(C1) There is k > 0, such that for |u| > x one has f(u) = u/2.

As noted in Remark 2.7, this is at no cost to the generality of our results.
As in (1.5), F(u) = [ f(s)ds. Condition (C1) implies that for some

constants k~, k™ one has
Fu)=v’+k= (u<—k), Fu)=v’+k" (u> k). (3.1)
The steady states of (1.1) are solutions of the equation
Uze + f(u) =0, x€R. (3.2)
The first-order system associated with (3.2),
Uy = v, vy =—f(u), (3.3)
is a Hamiltonian system with respect to the energy
H(u,v) :=v?/2+ F(u).

Thus each trajectory of (3.3) is contained in a level set of H. Note that the
level sets of H are symmetric about the u-axis and (3.1) implies that they
are all bounded. We next list, without detailed proofs, further simple and
well-known consequences of the Hamiltonian structure.

System (3.3) has only four types of orbits: equilibria—all of them on the u-
axis, nonstationary periodic orbits (or, closed orbits), homoclinic orbits, and
heteroclinic orbits. This follows easily from the symmetry of the level sets of
H and the fact that in the half-plane v > 0 the u component of the solutions
is increasing, whereas in v < 0 it is decreasing. Thus, trajectories with more
than one intersection with the v-axis are periodic orbits. Any nonstationary
orbit with exactly one intersection with the v-axis is a homoclinic orbit.
Indeed, the corresponding solution u of (3.2) has a unique critical point a and
is symmetric about a. Consequently, the limits u(—o0), u(co) exist and are
equal, and from (3.3) one obtains that, as © — o0, (u(x),u.(x)) — (v,0),
where ~ is a zero of f. Hence, {(u(x),u,(x)) : x € R} is a homoclinic orbit
and the solution wu itself is a ground state at level v, in the sense of our
definition in Section 2, if u > . Similar considerations show that if an orbit
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{(u(x),uy(z)) : © € R} does not intersect the v-axis at all, so |u,| > 0, then
(u(z), us(x)) — (£7,0) as * — +oo, for some distinct zeros v~, 4+ of f.
Hence, {(u(z),u,(z)) : € R} is a heteroclinic orbit and the solution u is a
standing wave of (1.1).

We view orbits as subsets of R?, although our descriptive terminology,
like periodic solutions, reflects properties of the corresponding solutions of
(3.3). This should cause no confusion. Of course, our classification of orbits
uses the Lipschitz continuity of f (for uniqueness) and assumption (C1) (for
boundedness of all orbits).

Each nonstationary periodic orbit O is symmetric about the u axis and
for some p < g one has

ON{(u,0):ueR}={(p,0),(q,0)},
ONn{(u,v) :v >0} = {(u,/2(c— F(u))) :u € (p,q)},

where ¢ = F(p) = F(q). Viewing the periodic orbit O as a Jordan curve,
we denote by Int(O) and Ext(O) the two connected components of R? \ O,
Int(O) being the bounded one. Then

{(a,0) : p <a<q} CInt(O),

3.4
{(a,0) :a <pora>q}CExt(O), (3:4)
and, for any (ag, by) € O with by > 0,
) - [b] < by} C Int(O),
{(a0.0) 1] < to} € Ti(0) s

{(ao,b) : |b| > by} C Ext(O).

We next give a description of the phase plane portrait of (3.3) with all
the periodic orbits removed. This is one of the key ingredients of the proofs
of Theorems 2.1 and 2.4. We use the following notation:

E:={(a,0): f(a) =0} (the set of all equilibria of (3.3)),
Py = {(a,b) € R?: (a,b) lies on a nonstationary periodic orbit of (3.3)},
73 = ’Po ué.

Lemma 3.1. The following two statements are valid:

(i) Let X be a connected component of R?* \ Py. Then ¥ is a compact set
contained in a level set of the Hamiltonian H and one has

Y={(u,v) ER?*:u € J, v==42(c— F(u)}, (3.6)
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where ¢ is the value of H on ¥ and J = [p,q| for some p,q € R
with p < q. Moreover, if (u,0) € ¥ and p < u < q, then (u,0) is an
equilibrium. The point (p,0) is an equilibrium or it lies on a homoclinic
orbit; the same is true of the point (q,0).

(ii) Each connected component of the set R? \ P consists of a single orbit
of (3.3), either a homoclinic orbit or a heteroclinic orbit.

In preparation for the proof of this lemma, we prove the following ap-
proximation result.

Lemma 3.2. Given any (ag,by) € R?, there are monotone sequences {b;, },

{b}} such that
b, b, b N\ by, and (ag,bX) € Py (n=1,2,...). (3.7)

If by = 0 and f(ap) # 0 (that is, (ag,0) is not an equilibrium of (3.3)), then
there are also monotone sequences {a,, }, {a;} such that

a, S ag, a \ ag, and (aX,0)€Py (n=1,2,...). (3.8)

Proof. Before starting, recall that (3.1) implies that the level sets of H are
all bounded, hence they are compact, by the continuity of H.

For the first statement, it is sufficient to prove that for any € # 0, there
is b between by and by + € such that the point (ag,b) lies on a periodic orbit.
The latter is guaranteed if the level set of H containing (ag,b) contains no
equilibrium of (3.3) or, in other words, there is no s € R such that

2

f(s)=0and F(s) = % + F(ao). (3.9)
Clearly, therefore, it is sufficient to choose b between by and by + € such that
b?/2+ F(ayp) is not a critical value of F' and such a choice is possible by Sard’s
theorem.

The proof of the second statement is analogous, only this time we need
to show that for each € # 0 it is possible to choose a between a¢ and ag + €
such that F(a) is not a critical value of F. Since F'(ag) = f(ag) # 0 by
assumption, Sard’s theorem again shows that such a choice is possible. [

Proof of Lemma 3.1. We start with the proof of (i). First we note that ac-
cording to the classification of all orbits of (3.3) from the beginning of this
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subsection, ¥ consists of equilibria, homoclinic orbits, and heteroclinic or-
bits. Therefore, being a connected component of R?\ Py, with each orbit, ¥
must contain its reflection about the u axis (which is an orbit of the same
type). Thus 3 is symmetric about the u-axis.

Let IT : R? — R denote the projection onto the the first component and
set J := II(X). This is an interval or a single point, as ¥ is connected. We
show that II is one-to-one on X M {(a,b) : b > 0}. Indeed, if not then ¥
contains two points (ag, bo), (ao, bo) with 0 < by < by. By Lemma 3.2, there
is b € (b, by) such that (ag,b) € Py. Let O be the periodic orbit containing
(ao,b). Then (3.5) implies that the points (ao,bo), (ao,bo) lie in different
connected components of R?\ O, thus they cannot both be contained in the
connected set ¥ C R?\ Py, a contradiction.

To proceed, pick any ag € J and let by be the (unique) nonnegative
number such that (ag, by) € X. Corresponding to (ag, by), we find a sequence
{b}} as in Lemma 3.2. Let O, be the periodic orbit containing (ag, b;). By
(3.5), (ag,bo) € Int(O,,), hence Int(O,,) contains the whole (connected) set
Y. In particular, X is bounded.

We next claim that for any (aq,b;) € 3 one has

dist((ay,b1), 0n) — 0 as n — oo. (3.10)

Assume this is not true: for some (aj,b;) € X there is € > 0 such that
dist((a1,b1),0,) > € for all n. Since both ¥ and O,, are symmetric about
the u-axis, we may assume that b; > 0. As (a1,b1) € X C Int(0O,,), there is
b, > by such that (a1,bn) € Oy (refer to (3.4), (3.5)). By the assumption
on (ai,by), we have b, > by + € for all n. Applying Lemma 3.2 to the point
(ay,b1), we find b, € (b1, by +e€) such that (aq, bl) lies on some periodic orbit 0.
By (3.5), (a1,b;) € Int(O) hence also & C Int(O), whereas (a1, b,) € Ext(O).
On the other hand, from

(ag, bF) = (ag, by) € ¥ C Int(O)

we infer that (ag,b;) € Int(O) for large enough n. We have thus arrived at
the conclusion that O, contains a point (ag, b)) € Int(O), as well as a point
(a1,b,) € Ext(0). Consequently the two distinct periodic orbits @ and O,
intersect, which is a contradiction. Our claim is proved.

From (3.10) and the fact that H is continuous and constant on O, we
conclude that H is constant on X, that is, X is contained in a level set of
H. We shall presently see that ¥ is closed. Indeed, using the continuity
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of solutions of (3.3) with respect to initial data, it is easy to verify that 3
cannot contain any nonstationary periodic orbit. Hence ¥ is a connected
subset of R?2 \ Py. As ¥ is a connected component, necessarily ¥ = ¥.
As observed above, ¥ is also bounded, hence it is compact. Therefore, the
interval J = TI(X) is compact: J = [p, ¢ for some p,q € R (possibly p = q).

To prove (3.6), let ¢ be the constant value of H on . For each u € J
there is a unique v > 0 such that (u,v) € ¥ and for such v one has H(u,v) =
v?/2 + F(u) = c. This and the symmetry of 3 give (3.6).

By the previous argument, we also have F' < ¢ on J. Thus if (u,0) € ¥,
then F(u) = ¢ and v is a maximum point of F' in [p,¢]. If p < u < ¢, this
implies f(u) = F'(u) = 0, hence (u,0) is an equilibrium, as stated in the
theorem. Consider now the point (p,0). If it is not an equilibrium, then it
lies on a homoclinic orbit, for it clearly cannot lie on a heteroclinic orbit and
there are no periodic orbits in X. A similar remark applies to (¢,0). The
proof of statement (i) is now complete.

Statement (ii) follows from (i). Indeed, (i) implies that each connected
component of the set ¥\ £ is a single orbit, either a homoclinic orbit or a
heteroclinic orbit. Now, if ¥y is a connected component of R? \ P, let &
be the connected component of R? \ Py containing 9. Then, ¥, is also a
connected component of ¥\ £, which proves (ii). O

The following property of 3, which we established in (3.10) will also be
useful below.

Lemma 3.3. Let X be a connected component of R? \ Py. There erists a
sequence O,, n = 1,2,..., of periodic orbits such that ¥ C Int(O,) (n =
1,2,...) and for any (a1,b1) € ¥ one has

dist((a1,b1),0,) — 0 as n — oc. (3.11)
It will also be useful to recall the uniqueness of ground states:

Lemma 3.4. Given v € f71(0), there is at most one ground state of (1.1)
at level v, up to translations.

See [2, Section 6] for a simple proof.
If 3 is a connected component of R? \ Py, we set

Ne:={y€R: f(y) =0and (7,0) € S} = [I(X N E) (3.12)
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(IT : R? — R denotes the projection onto the the first component). It is
obvious from Lemma 3.1 that Ny is a nonempty compact set and F ‘ N is
constantly equal to H(X), the value of the Hamiltonian on X. Moreover, the
constant value of F ‘ Ny, 18 the maximum of F' on the interval II(.J).

Consider now the set ' defined in (2.1). If Ny, NI # (), then the previous
remarks imply that all nonnegative elements of Ny, are contained in . For
our analysis, a key difference between this case and the opposite case, Ny N
' = (), is expressed in the following lemma (here, the assumption f(0) = 0
is needed).

Lemma 3.5. Let X be a connected component of R?\ Py and let O,, n =
1,2,..., be a sequence of periodic orbits as in Lemma 3.3. Assume that
Ns N (0,00) # 0. Then the following statements hold.

(i) If NyNT =0, then & C {(u,v) : u > 0} and O,, C {(u,v) : u > 0} for
all sufficiently large n.

(ii) If Ny NT # 0, then Ny N [0,00) C T and for each n the periodic orbit
O,, intersects the v-axis at two points different from the origin.

Proof. Take any v* € Ny N (0,00). Thus (7v*,0) € ¥NE and v* > 0.
Assume that Ny N T = (. Then v* ¢ T, hence there is a constant a
satisfying
0<a<~"and F(a) > F(v"). (3.13)

We claim that if n is sufficiently large, then O,, does not intersect the vertical
line {(a,v) : v € R}. To prove this, assume that (a,v) € O,, for some v. For
the constant value of the Hamiltonian H on O,, we then have

H(On):H(a,v):v;JrF(a) > F(a) > F(y*) = H(v",0).

This is not possible for large n by (3.11). Hence our claim is true and, as
Int(0,,) D X, statement (i) is proved.

Next assume that Ny N T # (. As remarked above, this implies Ny, N
[0,00) € T and in particular 4* € I'. We prove statement (ii) by contraction.
Assume that for some n the periodic orbit O,, does not intersect the v-axis.
From the fact that Int(O,,) contains ¥ > (v*,0), we deduce that, first, O,
contains a point (v*,b) with b > 0 and, second, O,, intersect the u-axis at
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some point (a,0) with 0 < a < v*. Actually, a has to be positive since (0, 0)
is an equilibrium (f(0) = 0). We thus have
b2

o+ F(0) = Hio'b) = H(a,0) = F(a).

This gives F(v*) < F(a), which contradicts the fact that v* € T'. This con-
tradiction shows that O, intersects the v-axis; necessarily the intersections
are away from the origin, as (0,0) is an equilibrium, hence by symmetry
about the u-axis, there are two of them. O

We conclude this section with the following observation (here, too, con-
dition f(0) = 0 is needed):

Lemma 3.6. With ¥ as in Lemma 3.5, assume that Ny, N T # 0. If
{(p(2), pz(x) : x € R} is a homoclinic orbit of (3.3) contained in EN{(u,v) :
u > 0} and vy = p(c0) (= @(—0)), then v € T and ¢ > v, that is, @ is
a ground state of (1.1) at level v. Moreover, up to translations, there is at
most one ground state ¢ such that {(p(x), p.(x) : x € R} C .

Proof. Obviously, (7, 0) is the limit equilibrium of the homoclinic orbit, hence
(7,0) € . Since ¢ > 0 by assumption, we have v > 0. Therefore, by Lemma
3.5(ii), vy € T.

Now, ¢ < v or ¢ > 7, so we just need to rule out the former. Assume
it holds. Then ¢ achieves its minimal value m > 0 at some zy € R. Using
a translation, we may assume that xy = 0: ¢(0) = m and ¢'(0) = 0. Also,
by (3.3), f(m) = —¢"(0) < 0. In fact, the strict inequality has to hold, as
(m,0) is not an equilibrium. By the same reason, m # 0 (the assumption
f(0) =0 is in effect), hence m > 0. Since the Hamiltonian H is constant on
>, we obtain

F(m) = H(m,0) = H(y,0) = F(7).

But then the relations m > 0 and F'(m) = f(m) < 0 imply the existence
of some m € (0,m) with F(m) > F(m) = F(v), which is impossible due to
v E . This contradiction rules out the case o <.

The last statement follows from Lemma 3.1. Indeed, if ¢ is a ground
state with maximum at x = 0 such that {(¢(z), ¢.(z) : * € R} C 3, then
the point (¢(0),0) necessarily equals (¢,0), with ¢ as in Lemma 3.1. By
uniqueness for the Cauchy problem for the second order ODE, two different
ground states with maximum at 0 cannot have the same value at 0. O]
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3.2 Zero number
Here we consider solutions of the linear equation
U = Vgp +c(z,t)v, zER, tE(s,T), (3.14)

where —0co < s < T < o0 and c is a bounded measurable function. Note
that if u, @ are global solutions of (1.1), then their difference v = u — @ is a
solution of (3.14), where we can take

c(x,t) = /0 f(a(x, t) + s(u(z, t) — u(z,t)))ds

if u(x,t) # u(x,t) (which is well defined as f is locally Lipschitz) and ¢(x,t) =
0 otherwise.

For an interval I = (a,b), with —oco < a < b < 0o, we denote by z7(v(-, 1))
the number, possibly infinite, of all zeros = € I of the function = — v(x,t).
If I =R, we usually omit the subscript R:

2(v( 1)) = 2z (v(,1)).
The following intersection-comparison principle holds (see [1, 5]).

Lemma 3.7. Let v be a nontrivial solution of (3.14) and I = (a,b), where
—00 < a < b< oo Assume that the following conditions are satisfied:

(cl) if b < oo, then v(b,t) # 0 for allt € (s,T),
(c2) if a > —o0, then v(a,t) # 0 for allt € (s,T).
Then the following statements hold true:

(i) For each t € (s,T), all zeros of v(-,t) are isolated. In particular, if
a> —oo and b < oo, then z;(v(-,t)) < oo for allt € (s,T).

(ii)) t = z7(v(-,t)) is a monotone nonincreasing function on (s,T) with
values in NU {0} U {o0}.

(iii) If for some ty € (s,T), the function v(-,to) has a multiple zero in I and
zr(v(-, to)) < 00, then for any ty,ty € (s,T) with t, < ty < ty one has

zr(v(- 1)) > zr(v(-, t2)). (3.15)
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If (3.15) holds, we say that z;(v(-,t)) drops in the interval (t,%s).

Remark 3.8. It is clear that if the assumptions of Lemma 3.7 are satisfied
and for some sy € (s,7") one has z;(v(-, s9)) < oo, then z;(v(+,t)) can drop
at most finitely many times in (s, 7") and if it is constant on (sg,T"), then
v(+,t) has only simple zeros in I for each t € (sg,T).

Corollary 3.9. Assume thatv is continuous on Rx [0, 00) and it is a solution
of (3.14) on R x (0,00). Assume further that I = (a,b) and the following
conditions are satisfied:

(ci) Pither b < oo and |v(b,t)| > 0 for all t > 0, or b = oo and there
is b € (a,00) such that v(b,0) # 0 and v(b,0)v(x,0) > 0 for each
x € [b,00).

(cii) Either a > —oo and |v(a,t)] > 0 for allt > 0, or a = —oo and there
is a € (—o0,b) such that v(a,0) # 0 and v(a,0)v(x,0) > 0 for each
x € (—o0,al.

Then there is to > 0 such that for t > ty the function v(-,t) has only finitely
many zeros in I and all of them are simple.

Proof. In view of Remark 3.8, we obtain the desired conclusion once we
prove that z7(v(-,t1)) < oo for some t;. If a and b are both finite, this follows
immediately from Lemma 3.7(i).

Consider the case b = co. Assume for definiteness that v(l;, 0) > 0, so
that assumption (ci) gives v(-,0) > 0 in [b, 00) (the case v(h,0) < 0 can
be treated similarly). By continuity, if ¢; > 0 is sufficiently small we have
v(l;, t) > 0 for all ¢ € (0,¢;]. By the comparison principle, for all ¢ € (0, ]
we have v(-,t) > 0 in [b, 00), hence all zeros of v(-,t) are contained in (a,b).

By similar arguments, if @ = —oo, then making ¢; smaller, if necessary, we
achieve that for t € (0,t;) all zeros of v(-,t) are contained in (a,b). Thus in
all cases, Lemma 3.7(i) gives the desired finiteness. O

Remark 3.10. Corollary 3.9 in particular applies to the difference u — 1,
where u is a global solution of (1.1) with initial datum ug € Cy(R), ug > 0,
and 1 is a periodic steady state of (1.1). More precisely, let I = (a,b) be a
connected component of the set {z € R : ¢(z) > 0}. Conditions (ci), (cii)
are readily verified for v := u — ¢ if I = R (i.e., » > 0). If I is bounded,
conditions (ci), (cii) hold for the function v(z,t) = u(x,t + §) — ¢ for any
0> 0.
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Finally, we state a persistence property of multiple zeros in solutions of
(3.14). The following lemma is a reformulation of [10, Lemma 2.6].

Lemma 3.11. Assume that v is a nontrivial solution of (3.14) such that
for some sy € (s,T) the function v(-,s9) has a multiple zero at some xy:
v(xo, S0) = vz(x0,50) = 0. Assume further that for some § > 0, v, is a
sequence in C([zg — 6, o+ 8] X [sg — 8, 89 + 8]) which converges in this space
tov. Then for all sufficiently large n the function v,(-,t) has a multiple zero
in (xg — 0,9 + 0) for somet € (sg — 0,80 + 0).

3.3 Invariance and connectedness of the limit sets

Recall that an entire solution of (1.1) refers to a solution defined for each
t € R (as above, the term “global solution” is reserved for a solution defined
for all t > 0).

If w is a bounded solution of (1.1), then standard parabolic regularity
estimates imply that the derivatives w;, u,, u,, are bounded on R X [1, c0)
and they are globally a-Holder there for each o € (0, 1). Is is also a standard
observation that for each ¢ € w(u) there is an entire solution U of (1.1) such
that U(-,0) = ¢ and U(+,t) € w(u) for each t € R. Let us recall precisely how
U can be found. Let t,, — oo be a sequence of times such that u(-,t,) — ¢
(in L{2 (R)). Consider the sequence of functions (x,t) — u(z,t, +1), (x,t) €

loc
R X (—=t,,00), n =1,2,.... For a subsequence of this sequence one has

D*"u(-t, +-) — D*'U, (3.16)

uniformly on each compact set in R?, where U(z,t) is an entire solution with
the indicated properties and the symbol D*!u stands for (u, Uz, Uy, Ut).

The same invariance statement holds for Q(u): if ¢ € Q(u), then there
is an entire solution U of (1.1) such that U(-,0) = ¢ and U(-,t) € Q(u) for
each t € R. One finds U in an analogous way, only this time one has

D>z, + -, t, + ) = D*'U, (3.17)
uniformly on each compact set in R? where {(z,,t,)} is a suitable sequence
in R x (0,00) such that t,, — oo and u(z, + -, t,) — ¢.

Remark 3.12. In addition to the usual flow invariance, Q2(ug) also has the
translation invariance property. More precisely, the definition of Q(ug) im-
plies that if ¢ € Q(ug), then Q(ug) contains the L7 (R)-closure of the transla-
tion group orbit of ¢, {¢(-+&) : £ € R}. In particular, if the limit y := ¢(00)
exists, then v € Q(ug). The same is true of the limit at —oo.
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It is also well-known and easy to prove using the compactness of
{u(x + -, t,up) :x € R, t > 1}

that w(ug) and Q(ug) are connected in metric spaces such as L2 (R), CL (R).
Consequently, the sets

{(p(@), pu(2)) s 0 € wluo), w € Ry, {(0(2), pu(2)) - ¢ € Quo), = € R}

are connected in R2.

4  Proofs of Theorems 2.1, 2.3, and 2.4

In the whole section, we assume that uy € Co(R), ug > 0, ug # 0, and the
solution u(+, -, ug) is bounded. Also, in addition to the standing hypotheses
on f (f is locally Lipschitz and f(0) = 0), we assume, without any loss of
generality (cp. Remark 2.7), that f satisfies condition (C1) from Section 3.1.

In the proofs of our results, we often consider multiple zeros of the dif-
ference of two functions ¢, 1. Existence of such zeros means in particular
that

{(o(@),u(2)) : x € REN{(Y(), ¢u(2)) - v € R} £ 0.

It will therefore be convenient to define the spatial trajectory (or orbit) of a
C! function ¢ on R by

() == A{(p(2), p(z)) : © € R}. (4.1)

We are especially interested in spatial trajectories of solutions of (1.1). Note
that if ¢ is a steady state of (1.1), then 7(¢) is the usual orbit of the solution
(¢, pz) of the system (3.3).

For the proofs of Theorems 2.1, 2.3, and 2.4 the following property of
spatial trajectories is crucial.

Lemma 4.1. Assume that ¢ € w(ug) or ¢ € Ta(ug), ¥ is a periodic steady
state of (1.1), and at least one of the functions ¢, ¥ is not identical to any
zero of f. Then 7(p) N7(¢) = 0.

In the proof of this lemma, we use the following technical result (see
Section 2 for the definition of T (ug) and ez (uo)).
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Lemma 4.2. Let ¢ be a periodic steady state of (1.1). Then for any bounded
interval I the following statement holds

(S) The function u(-,t,ug) — 1 has only simple zeros in I for all sufficiently
large t.

Moreover, either (S) holds with I =R or ¥ < Ymaz(uo).

We first complete the proof of Lemma 4.1, then give the proof of Lemma
4.2.

Proof of Lemma /4.1. First of all we prove that Q(ug) does not contain any
nonconstant periodic steady state and, consequently, w(ug) and Tg(ug) do not
contain any nonconstant periodic steady state. For a contradiction, assume
¢ € Qug) is a nonconstant periodic steady state. Then ¢ > 0, as ug > 0,
and the relation f(0) = 0 implies ¢ > 0. Considering O := 7(¢) as a
closed orbit of (3.3), we find an equilibrium (v,0) of (3.3) in Int(O). Then
f(r) =0,v >0, and ¢—r has infinitely many zeros, all of them simple. Since
¢ € Qug), there is a sequence {(z,,t,)} in R x (0,00) such that ¢, — oo
and u(z, + -,t,) = ¢ in CL_(R). This implies that z(u(-,t,,uo) — V) — o0
as n — oo. On the other hand, Corollary 3.9 and Remark 3.10 imply that
z(u(-,t,ug) — v) is finite and independent of ¢ for ¢ large enough, which is a
contradiction.

Let now ¢ and 9 satisfy the assumptions of Lemma 4.1. Assume that
7(p) N 7(¢)) # 0. This means that there is a shift = (- —y) of ¥ such
that the function ¢ — ¢ has a multiple zero, say xo. We show that this leads
to a contradiction with Lemma 4.2.

As noted in Section 3.3, there is an entire solution of (1.1) such that
U(-,0) = ¢, and for some sequence {(x,,t,)} in R x (0,00) one has t,, — 00
and

D*'u(zy, + -ty +-) — D*'U in L®

lOC(RQ)' (42>
In case ¢ € w(ug), we can take x, = 0 for all n. Since p — 1) Z 0 (by
what we proved in the first paragraph of this proof), the function v :=
U — %) is a nontrivial entire solution of a linear equation (3.14). Therefore,
an application of Lemma 3.11 shows that for each large n there is ¢, €
(t, —1,t, + 1) such that the function u(z, +-,%,) — 1 has a multiple zero in
(9[:0 — 1,56(] + 1)

If ¢ € w(u), we take z,, = 0, n = 1,2,..., and the previous conclusion
gives us immediately a sought-after contradiction with Lemma 4.2 (applied
to ¢ in place of ¥): just take I = (xo — 1,29 + 1) in statement (S).
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In the case ¢ € To(up), we have ¢ > Ypae(up), hence the assumption
T(p)N7(1h) # 0 rules out the possibility ¥ < V4. (o). Therefore, statement
(S) holds for I = R (with ¢ in place of ). If ¢ is constant, then u(z, +-,t,)—
1 having a multiple zero means that u(-,t,) — ¥ has a multiple zero and we
have a contradiction. If ¢ is not constant, write x,, in the form x,, = k,p+(,,
where p > 0 is the minimal period of ¥, k,, € Z, and (,, € [0, p). Passing to

subsequences, we may assume that ¢, — (o € [0, p]. Then (4.2) implies that
U(knp + Co + - tn + ) = U in O}, (R?).

Therefore, using Lemma 3.11, similarly as above, we see that for all large
n the function wu(knp + Co + -,%,) — ¥ has a multiple zero for some £, €
(tn — 1,4, +1). But then u(-,%,) — (- — knp — Co) = u(-, 1) — (- — (o) has
a multiple zero and this is a contradiction to statement (S).

O

Proof of Lemma 4.2. Statement (S) is obviously true with I = R if ¢) = 0,
since u(-,t,up) > 0 (we are assuming that uy > 0 and ug # 0). Likewise, if
¥ > 0, then u(-,t) — ¢ has only simple zeros in R by virtue of Corollary 3.9
(cp. Remark 3.10), so again (S) holds with I = R.

In the remainder of the proof we consider the case when 1 changes sign.
Let (a,b) be a connected component of the set {z : ¢)(x) > 0}. Then all the
other connected components of this set have the form (ay, by), k € Z, where
ap := a + ko and b, := b+ ko, o being the minimal period of . For each
fixed k, Corollary 3.9 and Remark 3.10 imply that there is ¢, such that all
zeros of u(-,t,ug) — ¥ in (ax,by) are simple. Consequently, for each finite n
there is f, such that if ¢ > #,, that all zeros of u(-,t,u) — 9 in

U (b

k=—n,...n

are simple. Clearly, u(-,t,ug) — ¥ has no zeros in the complement of the
union |J,cz (ax, bx), for u(-,t,ug) > 0 > ¢ there. This shows that statement
(S) holds for any bounded interval I.

To prove the last statement of Lemma 4.2, fix any tg > 0. Since ug €
Co(R), the functions wu(-,tg, ug), uz(-,to,ug) are both contained in Cy(R).
By the periodicity of ¢, there are e > 0, § > 0 such that |¢),| > ¢ in the
e-neighborhoods of the zero points ag, by of . Consequently, there is n
such that if |k| > n, then u(-, %o, ug) — ¢ has exactly two zeros, both simple,
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in (ag,br). By the monotonicity of the zero number, there are now two
possibilities. Either

Z(ak,bk)(u("t>u0) - ¢) =2 (t > to, ’k’ > 77,), (43)
or else there is k with |k| > n such that 2, 5, (u(-, t,u0) —10) drops in (tg, 00).
If (4.3) holds, then, as noted in Remark 3.8, the two zeros in (ag,bs) have
to be simple for all ¢ > t;. Combining this with what we proved above for
bounded intervals, we conclude that statement (S) holds with I = R. In this
case we are done.

Consider the other possibility: there is k& with |k| > n such that the zero
number 2(q, 4,y (u(-, t, o) — ) drops in (tg,00). Necessarily, then, there is
t1 > to such that u(-, 1, ug) — Y > 01in [ag, by]. We show that this implies
Tmaz (UO) > ¢

We have u(-,t1,ug) > ¢* on R, where 9* is the continuous function
defined by

ey O(x), if z € [ag, by,
w(@_{ 0,  ifzeR\ byl

By the comparison principle, for all ¢ > t;
u(-,t,ug) > ul-,t —ty,90"). (4.4)

Let us now examine the solution u(-, -,%*). Obviously, it is nonnegative, and
since u(-, -, up) is bounded, u(,-,1¥*) is bounded as well. It is well-known
and easy to prove using the comparison principle that, being the maximum
of two distinct steady states of (1.1), ¢* is a strict subsolution of (1.1):
u(t,-,1*) > ¢* for all t > 0. This also implies that u(-,t,1*) is increasing
in ¢ (indeed, for any s > 0 the function u(-,t + s,9¥*) — u(-, t,9*) is positive,
since it solves a linear parabolic equation and has a positive initial value).
Hence, as t — oo, u(-,t,1*) converges to a steady state ¢ > ¥*. In fact,
this steady state must be constant, say ¢ = v*. Indeed, otherwise there is
¢ ~ 0 such that ¢ := o(-— &) > " and gg(xo) < ¢(xg) for some zy € R. But
then ¢ > u(-,t,¢*) for all ¢ and, in particular, é(azo) > u(xg,t,10*) makes
u(wo, t, ") = ¢(x) impossible. Clearly, v* > * implies that v* > 1, by the
periodicity of ¢, and v* is the minimal constant steady state greater than 1.
We shall prove in a moment that 4* must be contained in I'. Using (4.4) and
the relations Q(ug) D w(ug) # 0, we see that there is ¢ € Q(ug) with ¢ > ~v*.
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Therefore, by the definition of 7,42 (10), one has Va2 (uo) > 7*, which gives
the desired conclusion Ypaq (o) > 1. )
To prove that v* € I', we denote by u the maximum of ¢. Since, 7* is

the minimal constant steady state greater than ¢, we have

[f(s)| >0 (s €[n,77). (4.5)

Moreover, if y is a maximum point of ¢, then f(u) = f({(y)) = —thea(y) > 0.
Thus relation (4.5) is valid without the absolute value. Consequently,

F(y*) > F(s) (s €[p,)) (4.6)
Now, since the trajectory 7(1)) intersects the v-axis (¢ changes sign) and
LA

53 + F(¢) = const = F(u),

we have
F(u) = F(r) (r € [0,).
This and (4.6) imply that v* € T.

One more lemma is needed for the proof of our theorems.

Lemma 4.3. Let u be a solution of (1.1) on R X (t1,t) for some t; < ty and
let ¢ be a steady state of (1.1). If 7(u(-,t9)) C 7(¢) for some ty € (t1,t2),
then u = (- + ¢) for some constant c.

Proof. The statement is trivial if ¢ is a constant steady state, thus we assume

that ¥, # 0.
The relation 7(u(-,tg)) C 7(x)) means that for each z € R there is ((z)
such that

; (4.7)

ug (7, t0) = 1o (((2)). (4.8)
Clearly, ((z) is unique in case 7(¢) is a homoclinic or heteroclinic orbit of
(3.3). In case 7(¢) is a (nonstationary) periodic orbit, we determine ((x)

uniquely by postulating that it be contained in [yo,yo + 0), where yq is a
fixed constant and p is the minimal period of ¥. We choose 1, such that yg
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and yp + /2 are the only two critical points, one maximum the other one
minimum, of ¥ in [y, yo+ 0) (here we are using the symmetry of 7(1/) around
the u-axis, cp. Section 3.1).

Fix any zo with u,(zo, %) # 0 and set {, = ((z0). By (4.8), ¥.({o) # 0;
in particular, if ¢ is periodic and yg, ¢ are as above, then (4 € (yo, 40 + 0).
The implicit function theorem therefore implies that ¢ is of class C! in a
neighborhood of xy. Differentiating (4.7) and comparing the result to (4.8),
we obtain that {'(z) = 1 for x &~ . Hence there is a constant ¢ such that for
x &~ x¢ we have ((z) = v+ c. This means that the function u(z,ty) —¢(z+c)
is identically equal to zero on an open interval. By Lemma 3.7, this is possible
only if u — (- +¢) =0. O

The proofs of Theorems 2.1 and 2.4 have a common part comprising the
following proposition.

Proposition 4.4. Let ¢ € w(ug) UTa(ug). Then ¢ is a steady state of (1.1)
and one of the statements (a)-(c) of Theorem 2.1 holds.

Proof. First we prove that ¢ is a steady state. We assume that ¢ is not
identical to a zero of f, otherwise there is nothing to prove.

As in Section 3.3, we find an entire solution U of (1.1) such that U(-,0) =
© and

U(-,t) €w(ug) (teR), if o€ w(up),
U(-,t) € Quy) (teR), if pe To(uo).

In the latter case, the relations U(-,0) = ¢ > Y (1) and the comparison
principle also give
U(-,t) € Ta(ug) (t>0).

Of course, U(-,t) is not identical to a zero of f for any ¢t € R. Set

K = {(U(x,t),Us(z,1)) s 2 € R, £ > 0} = Jr(U(-,1)). (4.9)

t>0

Then K is a connected set in R?%. By Lemma 4.1, K N 7(¢)) = () if ¢ is any
periodic (or constant) steady state of (1.1). In the notation of Lemma 3.1,
this translates to KNP = (). Hence K is contained in a connected component
of R?\ P. Therefore, by Lemma 3.1(ii), there is a homoclinic or heteroclinic
solution (@, ¢,) of (3.3) such that K C 7(¢). By Lemma 4.3, U = ¢(- + ¢)
for some constant c. In particular p = @(- + ¢).
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Thus we have proved that ¢ is a steady state, as desired. Moreover, we
have shown that if ¢ is not constant, then 7(¢) is a heteroclinic or homoclinic
orbit of (3.3).

To prove that one of the statements (a)-(c) of Theorem 2.1 holds, we
consider the connected component ¥ of R? \ Py such that 7(p) C X (recall
that Py := P UE, as in Lemma 3.1). Note that if

7 1= p(—00) or v 1= p(c0), (4.10)

then v > 0, as up > 0, and (v, 0) is an equilibrium of (3.3). Also, (v, 0) being
the limit of (¢(x), ¢.(z)) as © — oo or £ — —o0, one has (7,0) € X, as X is
compact by Lemma 3.1.

We now claim that the following implication is valid:

if v is as in (4.10), then v € T. (4.11)

Suppose for a while this is true. If ¢ is a constant steady state or a
standing wave, then (4.11) shows that statement (a) or statement (c) of
Theorem 2.1 holds. If 7(¢) is a homoclinic orbit, Lemma 3.6 implies that ¢
is a ground state at level 7. Note that the assumption Ny, N T # () of Lemma
3.6 is satisfied due to (4.11) (we recall that Ny was defined in (3.12)). From
(4.11) we further conclude that statement (b) of Theorem 2.1 holds. Thus
the proof of Proposition 4.4 will be complete once we prove (4.11).

We prove (4.11) by contradiction. Assume 7 is as in (4.10) and v ¢ T
Then, by Lemma 3.5(ii), Ny, N T = . Consequently, by Lemma 3.5(i) there
is a nonconstant periodic orbit O of (3.3) such that O C {(u,v) : u > 0}
and ¥ C Int(O). In particular, (v,0) € Int(O). Now, O = 7(¢) for some
positive periodic solution ¢ of (3.2). From (v,0) € Int(O) it follows that
1 — ~ has infinitely many zeros. Of course, all these zeros are simple as 1,
both solve the second-order ODE (3.2). Since ¢ € w(ug) U Ta(ue) C Q(up),
we have v € Q(ug) (see Remark 3.12). Therefore, there are real sequences
{t.} and {z,} such that t,, — oo, and u(- + x,, tn, up) = v in L2.(R). Using
the periodicity of 1 and the fact that ¢» — v has infinitely many simple zeros,
one shows easily that z(u(-,t,,u) — 1) — oo as n — oo. This contradicts
Corollary 3.9 (see also Remark 3.10). This contradiction proves (4.11) and
completes the proof of Proposition 4.4. n

Proof of Theorem 2.1. In view of Proposition 4.4, it remains to prove the
last two statements of Theorem 2.1.
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Let ¥ be as in the proof of Proposition 4.4, namely, it is a connected
component of R? \ Py containing 7(p) for some ¢ € w(up). Then ¥ actually
contains the whole set

M= | 7(0) = {(p(2), pu(2)) : ¢ € w(ug), € R},

pEw(uo)

for this set is connected in R? (see Section 3.3) and, by Lemma 4.1, M C
R%\ Py.

By Lemma 3.1(i), the Hamiltonian H takes a constant value H(X) on X,
hence if v is as in (4.10) for any ¢ € w(up), then F(y) = H(v,0) = H(X).
This proves the last statement of Theorem 2.1. Further, as in the proof of
Proposition 4.4, (4.11) implies that Ns, NI # @. Hence, by Lemma 3.6, up
to translations, there is at most one ground state in w(ug). The proof of
Theorem 2.1 is now complete. 0

Proof of Theorem 2.4. By Proposition 4.4, for each ¢ € Tq(ug) one of the
statements (a)-(c) of Theorem 2.1 holds. We shall presently see that (c) is
impossible. Indeed, if it holds, then the larger of the two constants v, 7s,
say 7, is an element of [ and a strict upper bound on . Also 4 € Q(up)
(see Remark 3.12). Hence ¢ < 4 < 7Ymax(to), which implies that ¢ is not
contained in Tq(ug) - a contradiction.

Thus for each ¢ € Tq(ug) one of the statements (a) or (b) must hold. We
now show that in either case one has v = Va0(ug) (v € [ is the constant
in (a), (b)). Indeed, ¢ € To(up) implies that ¢ > Yax(uo), therefore v >
Ymaz (o). On the other hand, we also have ¢ > 7, hence v < Y00(uo) by
the maximality of 7,42 (o).

Having proved that for each ¢ € Tq(ug) one of the statements (a) or (b)
holds with v = 7,42 (10), we can conclude easily. If there is any ground state
in To(ug), then the uniqueness of the ground state at level 7,4 (ug) (see
Lemma 3.4) and Remark 3.12 imply that (2.9) holds. If there is no ground
state in Tq(ug), then statement (a) with v = v,,4.(uo) has to hold for each
¢ € To(up), which gives Ta(up) = {Vmaz(to)}. Theorem 2.4 is proved. O

Proof of Theorem 2.3. Assume that (2.5) holds for some a < b. We apply
a standard reflection principle. The function V,u solves a linear parabolic
equation in the set (—o0,a) x (0,00) and is nonnegative on its parabolic
boundary. Hence by the comparison principle, Vu(-,t) > 0 in (—o0,a) for
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all £ > 0. Similarly, Vyu(-,t) > 0 in (b,00) for all ¢ > 0. These relations
imply in particular that

ug(a,t) = —%(Vau)x(a,t) > 0 and u, (b, t) = —%(V},u)x(b, t) <0 (t>0).

(4.12)
Consequently,

pa(a) = 0 and @, (b) <0 (¢ € w(uo)). (4.13)

This is clearly not satisfied by any standing wave, thus for each ¢ € w(uo)
one of the statements (a)-(b) of Theorem 2.1 holds. Also, (4.13) implies that
if ¢ € w(uyp) is a ground state, then its maximum point is contained in [a, b].
By Theorem 2.1, all ground states in w(ug) are translations of one another.
Hence, by (4.13), if w(ug) contains a ground state ¢, then all the ground
states in w(ug) are contained in the set {o(- + &) : & € J}, where J is a
compact interval. In this case, the connectedness of w(ug) and Theorem 2.1
imply that the whole of w(ug) is contained in {¢(- + &) : £ € J}, therefore,
making J smaller if necessary, w(ug) = {p(-+§) : £ € J}.

Assume now that w(ug) contains no ground state. Then w(ug) consists
of constants, all elements of I'.  We need to rule out the possibility that
w(up) contains two constants 73 < 7. Assume it does. Then, since w(ug)
is connected and consists of constant steady states, v := (71 + 72)/2 is also
a constant steady state (contained in w(ug)). From v, € w(uy) we infer
that for some t, > 0 one has u(-,%y) < v on [a,b]. Using this, (4.12), and
the comparison principle, we conclude that u(-,¢) < on (a,b) for all ¢ > t,
contradicting the assumption that v2 € w(ug). This contradiction shows that
w(ug) = {7} for some y € T,

Now, to prove the last statement of Theorem 2.3, assume that condition
(CN) is satisfied for each & € S, where S is a dense subset of (a,b). If
w(ug) = {7}, for some vy € T, there is nothing else to be proved. Thus we
assume that (2.6) holds for some ground state .

We already know that the ground states in w(ug) have their maximum
points in [a,b]. Now take any & € S. Condition (CN) allows us to apply
Corollary 3.9 to the solutions u(-, -, up) and u(2§ — -, -, ug), which shows that
for all sufficiently large ¢ > 0 the function Veu(-, ) has only simple zeros. In
particular, since Veu(&,t) = 0, we have —2u,(€,t) = (Veu),(€,t) # 0 for all
large t. If u,(&,t) > 0 for all large ¢, then all the ground states in w(uy)
have their maximum points in [£, b]. Otherwise, if u,(&,t) < 0 for all large t,
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they have their maximum points in [a, £]. We can now continue this division
process, proving eventually that all the ground states in w(ug) have their
maximum point located at one fixed point in [a,b]. In view of (2.6) this
means that w(ug) = {p}, where ¢ is a translation of ¢. The theorem is
proved. O

5 Preliminaries II: normal hyperbolicity and
convergence

In the whole section we assume that f € C'(R), f(0) =0, and f'(0) < 0.
We recall two results, both closely related to the fact that if ¢ is a ground

state at level 0, then its translation orbit M = {p(-+¢) : £ € R} is normally

hyperbolic. This is to say that the dimension of the kernel of the linearized

operator 9%+ f'(¢(z)) (in H*(R), say) is 1, the same as the dimension of M.
The first result is the convergence for localized solutions:

Theorem 5.1. Let ug € Cy(R), ug > 0. Assume that the solution u(-, -, ug)
15 bounded and localized:
‘llim u(z,t,ug) =0, wuniformly int > 0. (5.1)
T|—00
Then limy_, u(+, t,ug) = @, where ¢ = 0 or it is a ground state of (1.1) at
level 0, and the convergence is in L>(R).

For a proof of this theorem see [17], where more general one-dimensional
problems are considered (and condition ug > 0 is not needed) or [20], where
this convergence result is proved in any dimension (see also [3] and references
therein for different proofs under additional assumptions). An interested
reader can also consult [20] for a broader discussion of connections between
normal hyperbolicity and convergence, including some abstract results and
relevant references.

The second result concerns the existence of a convergent solution with a
3-step initial condition. We consider a function g defined by

B (z € (-0, —q)),
glz)=q ¥ (z€[=q0]), (5.2)
0 (xze€(0,00)]),

with suitable constants 0 < § < ¢ and ¢ > 0.
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Lemma 5.2. Assume that condition (BS) from Section 2 holds and let v,
be as in (2.10). There is By > 0 with the following property. For each
B € (0, 5] there exist 9 € (8,71) and q¢ > 0 such that if g is as in (5.2), then
limy o u(+, t, g9) = @, where ¢ is a ground state of (1.1) at level 0 and the
convergence is in L>(R).

This is proved in [27, Lemma 3.5]. Although the standing hypotheses in
[27] are a little bit more restrictive than (BS), the additional conditions are
not used in the proof of this result.

The significance of Lemma 5.2 is in that it provides an example of a
solution which is neither localized nor symmetric and which converges to
a ground state uniformly on R. Below, we will employ this solution in a
comparison argument ruling out the possibility that other solutions near the
translation orbit M drift indefinitely along M, without converging to any
element of M.

6 Proofs of Theorems 2.5 and 2.6

In the whole section we assume that f € C*(R) and f(0) = 0 > f/(0).
The following result is used in the proofs of both the theorems.

Lemma 6.1. Assume that the hypotheses of Theorem 2.5 are satisfied: ug €
Co(R), ug > 0, the solution u(-,-, ug) is bounded, and Ymar(uo) = 0. Then
the solution u(-,-,ug) is localized (that is, (5.1) holds).

We now give the proofs of the theorems, then prove the lemma.

Proof of Theorem 2.5. The conclusion follows from Lemma 6.1 upon appli-
cation of Theorem 5.1. O

Proof of Theorem 2.6. Assume that the hypotheses of Theorem 2.6 are sat-
isfied and let £ and 0 be as in those hypotheses. To simplify the notation, let
u* :=u(-, -, 1y). Set

Ky:={\e]0,1]: tli}m u*(-,t) =0 in L®(R)},
Ky :={)\ €0,7] : there is t; > 0 such that u*(-,t) >y —

on a closed interval of length ¢ }.
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These sets are both open in [0, 1]: the openness of K is an easy consequence
of the continuity with respect to the initial conditions and the openness of
K, follows from the asymptotic stability of the trivial steady state (given by
the assumption that f’(0) < 0). Hypothesis (al) of Theorem 2.6 implies that
0 € Ky and 1 € K;. Also, by the comparison principle, the sets Ky, K; are
intervals: there are 0 < A, < \* < 1 such that

Ko=1[0,\), K =\ 1]. (6.1)

Consider now any A € [A,, \*] = [0,1] \ (Ko U K;) and set uy := 9. Since
A& Ky, u(-,t,ug) = u*(-,t) is not greater than v; — d on any closed interval
of length ¢ for any ¢. As already remarked in Section 2, this means that
Ymaz (o) = 0. Therefore, Theorem 2.5 applies and we have

lim u*(-, 1) = ¢ in L=(R), (6.2)
t—00

where either ¢ = 0 or it is a ground state at level 0. The former cannot hold,
as A € [0,1] \ Ko, hence the latter is the case. Since this conclusion is valid
for each A € [\, A*], the proof of Theorem 2.6 will be complete if we show
that A, = \*.

To that end, we first note that the limit ground state ¢, as in (6.2), is
independent of A € [\, A\*]. This follows easily from hypothesis (a2) com-
bined with the comparison principle (which gives that the limit ground states
for any two values in [A., \*] are ordered) and Lemma 3.4 (uniqueness of the
ground state at level zero, up to translations). We now quote a general insta-
bility result of [25, Theorem 5.1], which applies in particular to any solution
of (1.1) which is bounded, localized, and does not decay to zero as t — oc.
Note that all these conditions are satisfied by u* for any A € [\, \*] by
Lemma 6.1 and (6.2). Fix any such A. Then, according to [25, Theorem 5.1],
there is a positive constant d such that for any u € (0,1),  # A, one has

lim inf |u* (2, £) — u(z,t)| >d  (xe[-1,1]). (6.3)

In particular, u”, u* cannot both converge to the same steady state, which

shows that [A., A*] cannot contain two different elements: A, = A*. The proof
is now complete. O

Proof of Lemma 6.1. Asremarked in Section 2, condition 7,4, (1) = 0 means
that To(ug) = Q(up). Hence, by Theorem 2.4, either 2(ug) = {0} or

Q(ug) = {0} U{p(- +&) - £ € R}, (6.4)
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where ¢ is a ground state of (1.1) at level 0. If Q(ug) = {0}, then, as one
easily verifies, u(-, -, ug) is localized (and u(-,t,ug) — 0, as t — oo, in L>(R)).
Hence, in this case we are done. Henceforth we therefore assume that (6.4)
holds. We use the solution from Lemma 5.2 and intersection comparison
arguments to show that the solution u(-,t,ug) is localized in this case as
well.

We have u(+,t,ug) > 0 for each positive t. Replacing uy with (-, 1,uo) >
0, we may therefore assume that ug > 0. Modifying f outside the ranges of ¢
and u(+, -, up), if necessary, we may further assume without loss of generality
that f has a zero greater than mg := max . We let 7; denote the minimal
zero of f greater than my. Then condition (BS) holds. Indeed, since ©2/2 +
F(¢) =0, one has F'(u) < 01in (0,mg) and F(mg) = 0. Moreover, f(mg) # 0
and equation ., + f(p) = 0 gives f(mg) > 0. Consequently, F'(u) = f(u) >
0 in [mog, 71),which verifies (BS).

Hence Lemma 5.2 applies. It yields constants 0 < 8 <9 < v, and ¢ > 0
such that lim;_,o, u(+,t, g) = ¢, where g is as in (5.2) and ¢ is a ground state
of (1.1) at level 0 (thus ¢ is a translation of ¢ by uniqueness).

Since uy € Cy(R), for all sufficiently large xy > 0 one has uy < S in
(—o00, —x¢]. For any such z,

g :=g(-+ x0) > ug in (—o0, —x¢]. (6.5)

Of course, in (—zg,00) we have uy > 0 = §. As one easily verifies (for
example, by taking smooth approximations g, of g with a sharp transition
from ¥ to 0),

Z(“(? t g) - U(', t U())) =1
for all sufficiently small £ > 0. By the nonincrease of the zero number,
Z(u(7t7§) —U(',t,UO)) <1 (t > 0) (66)
Also, it is clear that as long as z(u(-,t,g) —u(-, t,up)) is equal to 1, u(-, t, §) —
u(-,t,up) cannot change its signature (+, —), that is,
u(z,t,§) > uz, t,u0) (v < (1)),
u(z,t,g) < ulx,t,up) (x> (1)),

where ((t) is the unique zero of u(-, ¢, g) — u(-,t, up).
We intend to use these properties, with a suitable choice of xg, in order
to prove that

(6.7)

lim w(z,t,up) = 0, uniformly in ¢ > 0. (6.8)

T—r—00
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We start by noting that, in view of the translation invariance of (1.1), one
has 3

Now, assume that (6.8) is not true. Then there is a sequence {(x,,t,)}
in R x (0,00) such that z,, - —oo and

W(Tp, tn,up) > €0 (n=1,2,...), (6.10)

for some ¢y > 0. Since ug € Cy(R), necessarily t,, — oco. Passing to a
subsequence, we may assume that u(-,t,,up) — ¢ in L2 (R) for some ¢ €
w(ug) C Q(ug). By (6.4), either ¢ = 0 or 9 is a ground state at level 0 (a
shift of ¢). Pick 2o > 0 such that (6.5) holds and that, in case ¢ # 0, we

also have 1 Z ¢, thus ¥ and ¢ are different shifts of ¢. Then
(o) < D(yo),

where yq is the maximum point of ¢. Consequently, for all sufficiently large
n, we have

w(o, tn: G) > w(yo, tn, uo)- (6.11)

On the other hand, using (6.10) and the uniform convergence of u(-,t, g) to
¢ € Co(R), we obtain that for all large n one has

W, tn, §) < w(Tp, ty, up). (6.12)

From (6.11), (6.12) we conclude that for all large n the function u(-,t,,§) —
u(+, tn, up) has a zero in the interval (z,,yo). Thus, the equality must hold in
(6.6) and then (6.7) holds for all . This, however, contradicts (6.11), (6.12).
The contradiction proves that (6.8) holds.

Applying (6.8) to the reflection ug(z) = uo(—z), we see that (6.8) also
holds with  — —oo replaced by * — oo, hence the solution wu(-,t,ug) is
localized. The proof is now complete. O
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