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Abstract

This is a continuation, and conclusion, of our study of bounded solutions u of the semi-
linear parabolic equation u; = Uz, + f(u) on the real line whose initial data ug = u(-,0) have
finite limits % as © — +o0o0. We assume that f is a locally Lipschitz function on R satisfying
minor nondegeneracy conditions. Our goal is to describe the asymptotic behavior of u(x,t)
as t — oco. In the first two parts of this series we mainly considered the cases where either
0= # 0%, or 6F = 0 and f(0y) # 0; or else 0F = 0y, f(0y) = 0, and 6y is a stable equilibrium
of the equation f = f(€). In all these cases we proved that the corresponding solution u
is quasiconvergent—if bounded—which is to say that all limit profiles of u(-,t) as t — oo
are steady states. The limit profiles, or accumulation points, are taken in L{° (R). In the
present paper, we take on the case that 6% = 6y, f(f) = 0, and 6 is an unstable equilibrium
of the equation { = f(£). Our earlier quasiconvergence theorem in this case involved some
restrictive technical conditions on the solution, which we now remove. Our sole condition on
u(+,t) is that it is nonoscillatory (has only finitely many critical points) at some ¢ > 0. Since
it is known that oscillatory bounded solutions are not always quasiconvergent, our result is
nearly optimal.
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1 Introduction and main results
Consider the Cauchy problem

U = Ugg + f(u), r€eR, t>0, (1.1)
u(z,0) = up(x), xr € R, (1.2)

where f is a locally Lipschitz function on R and ug € Cp(R) := C(R) N L*°(R). We denote by
u(x,t,ug), or simply u(z,t) if there is no danger of confusion, the unique classical solution of
(1.1), (1.2)—to ensure the uniqueness, we require classical solutions to satisfy u(-,t) € L>(R) as
long as they are defined—and by T'(ug) € (0, +o0] its maximal existence time. If u is bounded
on R x [0,T'(up)), then necessarily T'(up) = +o0, that is, the solution is global.

As in the previous two parts of this paper series, [17, 18], we examine solutions with initial
data ug taken in the space

V= {v € Cy(R) : the limits v(—0c0), v(+00) € R exist}. (1.3)

In other words, we assume that the initial datum ug has limits as x — +o0o. It is well known
that the space V is invariant for equation (1.1): if uy admits finite limits as x — 400, then so
does u(-,t,ug) for any ¢t € (0,7(up)) (see Lemma 3.9 below; note that the limits may vary with
t). So it is natural to consider V as a state space for equation (1.1). Our goal is to understand
the large-time behavior of bounded solutions u(-,¢) € V and, in particular, to clarify if, in any
fixed bounded interval, the shape of u(-,t) at large times is determined by steady states of (1.1).
To express this formally, we introduce the w-limit set of a bounded solution wu:

w(u) = {p € L=(R), u(-,t,) — ¢ for some sequence t, — oo} . (1.4)

Here the convergence is in the topology of Li¥ (R), that is, the locally uniform convergence. By
standard parabolic estimates, the trajectory {u(-,t), ¢ > 1} of a bounded solution is relatively
compact in Lj¥ (R). This implies that w(u) is nonempty, compact, and connected in L7 (R),
and it attracts the solution in (the metric space) LyS (R):

dlStL;)sc(R) (U(, t)7w(u)) tjo 0.

If the w—limit set reduces to a single element ¢, then u is convergent: u(-,t) — ¢ in L7 (R)

as t — 0o. Necessarily, ¢ is a steady state of (1.1). If all functions ¢ € w(u) are steady states
of (1.1), the solution w is said to be quasiconvergent. Convergence and quasiconvergence both



express a relatively tame character of the solution in question. In both cases, u(+, t) approaches
zero locally uniformly on R as ¢ — oco. For this reason, it is difficult to numerically distinguish
convergence from quasiconvergence (analytically, convergence is characterized by the existence
of the improper Riemann integral of u:(z,t) on [1,00) for each z).

For analogs of (1.1) on bounded intervals under Dirichlet, Neumann, Robin, or periodic
boundary conditions, or sometimes even for (1.1) itself when solutions in suitable energy spaces
are considered, quasiconvergence of solutions can be established by means of energy estimates
(see, for example, [7]). However, the existence of the limits ug(+o0) alone is not sufficient for
quasiconvergence. As shown in [19, 21], bounded solutions in V which are not quasiconvergent
do exist. (We emphasize here that the locally uniform convergence is taken in the definition of
the w-limit set and the corresponding notion of quasiconvergence; if the uniform convergence
is taken instead, the existence of bounded solutions which are not quasiconvergent is rather
trivial). Moreover, the existence of such solutions is not an exceptional phenomenon at all;
it is guaranteed by a robust condition on f, namely the existence of a bistable interval. Note,
however, that steady states are not completely irrelevant for the behavior of non-quasiconvergent
solutions. A result of [11, 12] shows that the w-limit set of any bounded solution of (1.1) contains
at least one steady state. There are convergence and quasiconvergence results for various specific
classes of solutions of (1.1), see [5, 6, 8, 14, 15, 16, 24, 25, 26]; overviews can be found in [22, 18]).
More recent results include a convergence theorem of [4] for positive solutions of periodic versions
of (1.1) with compact initial data and a description of the large-time behavior of entire solutions
with localized past [13] (the latter paper deals with equations on RY and its introduction also
contains an overview of earlier results for multidimensional parabolic problems).

Our study of solutions in V, which we conclude in this paper, yields a rather complete
information on the quasiconvergence property of bounded solutions in this space. In our first
result, the main theorem of [17], we proved that if the limits 6% := ug(%00) are distinct, then
the solution u of (1.1), (1.2) is quasiconvergent, if bounded. In [18], we then showed that the
same is true if = = 01 =: 0y, and either f(6y) # 0 or f(6p) = 0 and 6y is a stable equilibrium
of the equation £ = f (£). In this result, we assumed the following nondegeneracy condition on
the nonlinearity:

(ND) For each v € f~1{0}, f is of class C! in a neighborhood of v and f(v) # 0.

Hence, the stability of 6y simply means that f/(6y) < 0.

In the remaining case, 6% = g, f(6g) = 0 with 6y unstable (f’(6y) > 0), the above quasicon-
vergence result is not valid without additional conditions on the solution; this is documented
by the examples of [19, 21|, as already mentioned above. It is intriguing, however, that all
non-quasiconvergent solutions u found in these examples share a prominent feature: they are
oscillatory in the sense that (-, ¢) has infinitely many critical points at all times ¢ > 0. This raises
a natural question whether without the oscillations the solution is necessarily quasiconvergent, if
bounded. More precisely, the question is whether the solution of (1.1), (1.2) is quasiconvergent,
provided it is bounded and satisfies the following condition:

(NC) There is t > 0 such that u(-,t) has only finitely many critical points.

We remark that if (NC) holds for some ¢, then it holds for any larger ¢ due to well known
properties of the zero number of uy(-,t) (see Section 3.1). In Remark 1.3 below, we mention
some sufficient conditions for the validity of (NC) in terms of wy.

In [18], we left open the question whether (NC) alone is sufficient for the quasiconvergence of
u; we only proved the quasiconvergence assuming (NC) holds together with some additional and



somewhat artificial conditions. The main theorem of the present paper gives a positive answer
without any extra condition:

Theorem 1.1. Assume that (ND) holds, and ug € V has both its limits ug(£o0) equal to some
0o € R with f(6g) =0 < f'(6p). Then, if the solution u of (1.1), (1.2) is bounded and satisfies
(NC), it is quasiconvergent: w(u) consists of steady states of (1.1).

This theorem, combined with the results of [17, 18], gives the following corollary concerning
general bonded solutions which are nonoscillatory in the spatial variable:

Corollary 1.2. Assume that (ND) holds and let u be a bounded solution of (1.1) such that
(NC) holds. Then u is quasiconvergent.

Proof. Choose a large enough ¢y such that (NC) holds with ¢ = ¢y u(-,to) has only finitely many
critical points. Replacing the initial datum of the solution u by ug := u(-, tg), we achieve that ug
is monotone near £0o; in particular, ug € V. If the limits 6% := ugy(£o0) are distinct, or are both
equal to 0y where either f(fy) # 0 or 0y is a stable equilibrium of £ = f(€), we apply the results
of [17] or [18], respectively. If the limits are both equal to an unstable equilibrium of € = f(¢),
we apply Theorem 1.1. We thus obtain the quasiconvergence conclusion in all cases. O

Remark 1.3. (i) We mention here some simple sufficient conditions, in terms of the initial
data wug, for the validity of the assumptions on the solution w in Theorem 1.1. A sufficient
condition for the boundedness of the solution of (1.1), (1.2) is that ug takes values between two
constants £ < 7 satisfying f(§) > 0 > f(n). This follows from the comparison principle. A
sufficient condition for (NC) is that uo has only finitely many critical points if it is of class C?.
This is a consequence of the monotonicity of the zero number of u,(-,t). More generally, (NC)
holds if there are constants a < b such that the function ug is monotone and nonconstant on each
of the intervals (—oo,a), (b,00). Indeed, if this holds, one shows easily, using the comparison
principle (comparing u and its spatial shifts) that for small ¢ > 0 the function is strictly monotone
on each of the intervals (—oo,a — 1), (b + 1,00); the strong comparison principle then shows
that uy(z,t) has no zero in these intervals for small ¢. Consequently, by properties of the zero
number of ug(+,t) (cp. Section 3.1), u(-, ) has only a finite number of critical points for all ¢ > 0.

(ii) As mentioned above, bounded solutions that do not satisfy (NC) are not quasiconvergent
in general. In this sense, condition (NC) is optimal. However, some generalization are probably
still possible. For example, one may ask if it is sufficient to assume that for some ¢ there is p
such that u(-,t) has no critical points in at least one of the intervals (—oo, p), (p,o0). (Note
that, as in (i), if u(-,¢) has no critical points in the union of these intervals, then (NC) holds
for larger times). Another question is whether condition (NC) can be replaced by the weaker
requirement that u(-,t) — 0y has only finitely many zeros for some ¢. Our proof does not apply
in these cases and we do not pursue these generalizations.

In the proof of Theorem 1.1, we build on the strategy and some technical results of [18].
The strategy consists in careful analysis of a certain type of entire solutions of (1.1). By an
entire solution we mean a solution U(z,t) of (1.1) defined for all £ € R (and x € R). It is well
known that for any ¢ € w(u) there exists a unique entire solution U(z,t) of (1.1) such that
U(-,0) = ¢, and this solution satisfies U(-,t) € w(u) for all ¢ € R. This is how entire solutions
are relevant for our problem. The assumption uy € V poses some restrictions on the structure
of entire solutions that can possibly be contained in w(u). Using these structural properties in
combination with the chain recurrence property of w(u), we were able to prove in [18], assuming



that 6% = 6y and f(6g) = 0 > f’(fo), that all the entire solutions in w(u) are necessarily steady
states. To prove the same in the present case, 0= = 6y and f(6y) = 0 < f(6p), assuming (NC),
we need to consider a class of entire solution not covered by the analysis of [18] (see Section
2.2 below for more details on this). We prove a classification result for such entire solution (see
Proposition 5.1), after which a general conclusion from [18] becomes applicable and we obtain
our quasiconvergent result.

The rest of the paper is organized as follows. In the next section, we define the concepts
of a chain of steady states of (1.1) and spatial trajectories of solutions of (1.1). We use these
concepts to state a proposition which has Theorem 1.1 as a corollary. The proposition is then
proved in Sections 4 and 5. In the preliminary Section 3, we recall several technical results from
earlier papers, and discuss the basic properties of @ and w-limit sets and the zero number.

Below, it will be convenient to assume the following additional condition on the nonlinearity:

(MF) f is globally Lipschitz and there is k > 0 such that for all s with |s| > k one has
1(s) = 5/2.

Since this condition concerns the behavior of f(u) for large values of |u|, it can be assumed with
no loss of generality. Indeed, our quasiconvergence theorem deals with an individual bounded
solution, thus modifying f outside the range of this solution has no effect on the validity of the
theorem.

Conditions (ND), (MF), are our standing hypotheses on f. With no loss of generality, shifting
f if necessary, we will also assume that 6y in Theorem 1.1 is equal to zero. Thus, we henceforth
also assume that

f(0)=0, f(0)>0. (1.5)

2 Spatial trajectories and chains

As in [18], we employ a geometric technique involving spatial trajectories of solutions of (1.1).
Our analysis consists mainly in the examination of how spatial trajectories of entire solutions
of (1.1) are related to chains of the planar system corresponding to the equation for the steady
states of (1.1):

Ugr + f(u) =0, x€R. (2.1)

We define the concept of a chain in the next subsection, after recalling some basic properties
of the planar trajectories of (2.1). Spatial trajectories of solutions of entire solutions of (1.1)
are defined in Subsection 2.2. In that subsection, we state a result concerning entire solutions
which implies Theorem 1.1.

2.1 Steady states of (1.1) and chains

Consider the planar system
Uy =, vy = —f(u), (2.2)

associated with equation (2.1).
It is a Hamiltonian system with respect to the energy

02
H(u,v) = 5 + F(u), (2.3)



where F(u) = [ f(s)ds. Thus, each orbit of (2.2) is contained in a level set of H. The level
sets are symmetric with respect to the u—axis, and our extra hypothesis (MF) implies that
they are all bounded. Therefore, all orbits of (2.2) are bounded and there are only four types
of them: equilibria (all of which are on the u—axis), nonstationary periodic orbits (by which
we mean orbits of nonstationary periodic solutions), homoclinic orbits, and heteroclinic orbits.
Following a common terminology, we say that a solution ¢ of (2.1) is a ground state at level ~y
if the corresponding solution (¢, ;) of (2.2) is homoclinic to the equilibrium (v, 0); we say that
¢ is a standing wave of (1.1) connecting v— and v+ if (o, pz) is a heteroclinic solution of (2.2)
with limit equilibria (y—,0) and (v4,0).

Each nonstationary periodic orbit O is symmetric about the u—axis and for some p < ¢ one
has

ON{(u,0):ueR} ={(p,0),(q,0)},
0N {(u,v):v>0} = {(u V2(F(p) — F(u))) Lu € (p, q)} . (2.4)

Let

€ :={(a,0) : f(a) =0} (the set of all equilibria of (2.2)),
Po := {(a,b) € R?: (a,b) lies on a nonstationary periodic orbit of (2.2)},
P :=PoUE (the union of all periodic orbits of (2.2), including the equilibria).

The following lemma is the same as [18, Lemma 2.1], which, except for the last two statements
in (i), was originally proved in [15, Lemma 3.1]. It gives a description of the phase plane portrait
of (2.2) without the nonstationary periodic orbits.

Lemma 2.1. The following two statements are valid.

(i) Let X be a connected component of R2\ Py. Then ¥ is a compact set contained in a level
set of the Hamiltonian H and one has

E:{(u,v)ER2:uEJ, v== 2(C—F(u))}

where c is the value of H on ¥ and J = [p,q] for some p,q € R with p < q. Moreover, if
(u,0) € ¥ and p < u < q, then (u,0) is an equilibrium. If p < q, the points (p,0) and (q,0)
lie on homoclinic orbits. If p = q, then ¥ = {(p,0)}, and p is an unstable equilibrium of
the equation & = fe).

(i) Each connected component of the set R? \ P consists of a single orbit of (2.2), either a
homoclinic orbit or a heteroclinic orbit.

We define a chain as any connected component of the set R? \ Py. Each chain consists of
equilibria, homoclinic orbits, and, possibly, heteroclinic orbits of (2.2). We say that a chain is
trivial if it consists of a single equilibrium. By a loop we mean a set A C R? which is either
the union of a homoclinic orbit and its limit equilibrium or the union of two heteroclinic orbits,
one reflection of the other around the u axis, and their common limit equilibria. Obviously,
every loop A is contained in a chain and it can be viewed as a Jordan curve in R?. We denote
by Z(A) the interior of A (the bounded connected component of R? \ A). Similarly we define
Z(O) when O is a nonstationary periodic orbit of (2.2). If ¥ is a chain, Z(X) denotes the union



of the interiors of the loops contained in ¥. We also define Z(X) = Z(X) U X. The set Z(X) is

closed and equal to the closure of Z(X), except when ¥ consists of a single point, in which case

Z(X) = . For a nonstationary periodic orbit O of (2.2), Z(O) denotes the closure of Z(O).
The following lemma introduces the inner chain and the outer loop associated with a con-

nected component of Py (see Figure 1). The lemma is identical with [18, Lemma 2.2].
Lemma 2.2. Let Il be any connected component of Py. The following statements hold true.
(i) The set 11 is open.

(ii) There exists a unique chain Xy, such that for all periodic orbits O C II one has

T (Sin) € Z(O) and Z(O) \ T(Sy,) C I

(11i) If I is bounded, there exists a unique loop Aoyt such that for all periodic orbits O C II one
has

Z(0) C Z(Aour), and Z(Apw) \ Z(O) C L.
(iv) There is a zero B of f such that f'(8) > 0 and (3,0) € Z(O), for all periodic orbits O C II.

(v) If O1,02 are two distinct periodic orbits contained in II, then either O1 C Z(O2) or
Oy CZ(01) (thus, 11 is totally ordered by this relation).

We refer to X;, and A,y as the inner chain and outer loop associated with II. If the
correspondence to II is to be explicitly indicated, we denote them by X;,(II) and A,y (IT),
respectively.

Figure 1: The inner chain and outer loop associated with a connected component IT of Py: Agus
and X, form the boundary of II. The outer loop can be a heteroclinic loop (as in this figure)

or a homoclinic loop, and it is part of a chain X,,;. The points p and ¢ are as in Lemma 2.1 for
3 =Y.

Below, the connected component of Py whose closure contains (0,0) will play a prominent
role. We denote it by IIg. Note that IIy is well defined, for f/(0) > 0 implies that (0,0) is a
center for (2.2), which is to say that it has a neighborhood foliated by periodic orbits.



Figure 2: The shaded region indicates the connected component Iy containing the point (0, 0).
The corresponding outer loop A,y; is a heteroclinic loop in the figure on the left and a homoclinic
loop in the figure of the right. Points p and ¢ indicate the intersections of A, with the u-axis.
The inner chain is trivial: 3;, = {(0,0)}.

2.2 A key result on spatial trajectories of entire solutions

In this subsection, we introduce spatial trajectories of entire solutions of (1.1). As we explain,
Theorem 1.1 follows from a result on entire solutions stated in Proposition 2.3 below.
For any ¢ € C1(R), we define

() == A{(p(x), px(z)) : © € R} (2.5)

and refer to this set as the spatial trajectory (or orbit) of ¢. Note that if ¢ is a steady state of
(1.1), then 7(¢p) is the usual trajectory of the solution (¢, ;) of the planar system (2.2). If U is
an entire solution of (1.1); we refer to the collection 7(U(+,t)), t € R, as the spatial trajectories
of U.

If Y ¢ CY(R), 7(Y) C R? is the union of the spatial trajectories of the functions in Y

7(Y) = {(p(2), pa(2)) sz €R, p € YV} (2.6)

Assume now that ug € Cy(R), ug(£oo) = 0 (recalling that relations (1.5) are assumed to
hold), and the solution u of (1.1), (1.2) is bounded. For a description of w(u), some results
relating the spatial trajectories of entire solutions of (1.1) to the chains of (2.2) are crucial. If
one can prove that, for an entire solution U, the spatial trajectories 7(U(:,t)), t € R, are all
contained in a chain, then a unique-continuation type result shows that U is a steady state of
(1.1) (see Lemma 3.4 below). Thus, the quasiconvergence of u can be proved by showing that
T(w(u)) is contained in a chain. We now explain a key idea of how this can be accomplished.

Let us first scrutinize the possibility that for some entire solution U with U(-,t) € w(u) a
spatial trajectory 7(U(-,tp)) is not contained in any chain for some ¢y € R. It was proved in
[18, Proposition 3.2] that then none of the trajectories 7(U(-,t)), t € R, can intersect any chain.
This clearly implies that there is a connected component II of Py such that

UrU(,t) CIL (2.7)
teR
The connected component IT has to be bounded as also shown in [18].

Trying to rule (2.7) out, we look for a contradiction. We consider the w and a-limit sets
of the entire solution U, denoted by w(U), a(U), respectively; w(U) is defined as in (1.4) and
the definition of a(U) is analogous, with ¢, — oo replaced by t, — —oo. Take the inner chain
Yin(II) and the outer loop A,y (IT) associated with II, as in Lemma 2.2. As in [18, Section 6], a
contradiction is obtained if the following relations can be derived from (2.7):

T (a(U)) C 2 (10), T(w(U)) C Apuy(I1). (2.8)



The reason why (2.8) leads to a contradiction can intuitively be explained as follows. Relations
(2.8) show that there is a specific “direction” of the flow of (1.1) in w(u): U(-,t) always goes
from the inner chain to the outer loop as t increases from —oo to co. However, the existence of
such a flow direction is inconsistent with well-known chain-recurrence properties of the w-limit
sets and thus the contradiction (see [18, Section 6] for details).

Under the assumptions (ND), (MF), and (1.5), it has been proved in [18] that relations
.8) do follow from (2.7) for any connected component I of Py, with the notable exception of
ITy. Recall that IIj is the connected component whose closure contains (0,0); in this case,
n(Ilp) is the trivial chain {(0,0)}. As noted in [18, Remark 6.3], the lack of (2.8) in the case
II = Tl was the only reason why we could not give a general quasiconvergence theorem in the
case up(£oo) = 0 and f(0) = 0 < f’(0). In the present paper, we provide the proof of (2.8) in
the case II = Il and thereby prove Theorem 1.1.

For reference, we state here the result which implies Theorem 1.1, as explained above.

(2
II
2

Proposition 2.3. Assuming (ND), (MF), and (1.5), let ug € V be a function satisfying
ug(£oo) = 0 such that the solution u of (1.1), (1.2) is bounded and (NC) holds. Let U be
an entire solution of (1.1) such that U(-,t) € w(u) for all t € R. If (2.7) holds with II = Iy,
then

a(U) = {0}, 7 (w(U)) C Aou(Ip). (2.9)

Of course, a(U) = {0} is equivalent to 7 (a(U)) = {(0,0)}, so (2.8) and (2.9) are the same
statements when II = Iy (and X;,(IIp) = {(0,0)}).

The case IT = Il differs from the case when ¥;,(II) is a nontrivial chain in several aspects.
One key difference is that we need to take into account the possibility that the spatial limits
U(xoo,t) of the entire solution U depend on t (this can be ruled out easily if ¥;,(II) is a
nontrivial chain, see [18, Lemma 3.9]). Even when U(£oo,t) are independent of ¢, the case
when one or both of them is equal to 0, an unstable equilibrium of £ = f (£), is not encountered
in the case II # Iy (the limits U (%00, ) are always equal to a stable equilibrium of & = f (&) if
Yin(II) is a nontrivial chain). On the other hand, assumption (NC) has some consequences on
the structure of relevant entire solutions (see Section 4), which we exploit in the proof of (2.8).

3 Preliminaries

In this section, we first recall basic properties of the zero-number functional and various limit
sets of bounded solutions of (1.1) and then state some results from earlier paper that will be
referred to in the proof of Proposition 2.3.

3.1 Zero number

Consider a linear parabolic equation
Ut = Ugg + c(z, t), xR, te(sT), (3.1)

where —co < s < T < oo and c is a bounded measurable function. Note that whenever u, u are
bounded solutions of (1.1), their difference v = u — w satisfies (3.1) with a suitable function c.
Similarly, v = u, and v = u; are solutions of such a linear equation.

For an interval I = (a,b), with —oco < a < b < oo, we denote by zr(v(-,t)) the number,
possibly infinite, of zeros z € I (counted without their multiplicities) of the function = — v(z,t).



If I = R we usually omit the subscript R:

z(v(:,t) = zr(v(-,1)).
The following intersection-comparison principle holds (see [1, 3]).

Lemma 3.1. Let v be a nontrivial solution of (3.1) and I = (a,b), with —o0 < a < b < oo.
Assume that the following conditions are satisfied:

o if b < oo, then v(b,t) #0 for allt € (s,T),
e ifa > —o0, then v(a,t) #0 for allt € (s,T).
Then the following statements hold true.

(i) For each t € (s,T), all zeros of v(-,t) are isolated. In particular, if I is bounded, then
zr(v(-,t)) < oo forallt e (s,T).

(i) The function t — zr(v(-,t)) is monotone nonincreasing on (s,T) with values in NU {0} U
{oo}-

(111) If for some ty € (s,T) the function v(-,ty) has a multiple zero in I and zr(v(-, o)) < o0,
then for any t1,ts € (s,T) with t1 < ty < ta, one has

zr(v(-t1)) > zr(v(-to)) > zr(v(-, t2)). (3.2)

If (3.2) holds, we say that z7(v(-,t)) drops at t.
We will also use a version of Lemma 3.1 for time-dependent intervals; it is derived easily
from Lemma 3.1 (cp. [2, Section 2]).

Lemma 3.2. Let v be a nontrivial solution of (3.1) and I(t) = (a(t),b(t)), where —oo < a(t) <
b(t) < oo fort e (s,T). Assume that the following conditions are satisfied:

(cl) Eitherb = oo orb is a (finite) continuous function on (s,T). In the latter case, v(b(t),t) # 0
forallt e (s,T).

(¢2) Either a = —o0 or a is a continuous function on (s,T). In the latter case, v(a(t),t) # 0
for allt e (s,T).

Then statements (i), (ii) of Lemma 3.1 are valid with I, a, b replaced by I(t), a(t), b(t), respec-
tively; and statement (i) of Lemma 3.1 is valid with all occurrences of zr(v(-,t;)), j =0,1,2,
replaced by zl(tj)(’u(-,tj)), j =0,1,2, respectively.

The next lemma is a robustness result of [5].

Lemma 3.3. Let wy(z,t) be a sequence of functions converging to w(z,t) in C* (I x (s,T))
where I is an open interval. Assume that w(x,t) solves a linear equation (3.1), w # 0, and
w(-,t) has a multiple zero xg € I for some ty € (s,T). Then there exist sequences T, — o,
tn, — to such that for all sufficiently large n the function wy(-,t,) has a multiple zero at x,.
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3.2 Limit sets and entire solutions

The w—limit set of a bounded solution w of (1.1) is defined as in (1.4), with the convergence in
Li? (R). As already noted above, it is a nonempty, compact, and connected set in LiS (R). It is
also well known that w(u) has the following invariance property: for any ¢ € w(u), there is an

entire solution U(z,t) of (1.1) such that

U0 =g, U(t ew) (teR). (3.3)

In fact, if a sequence t,, — oo is such that u(-,t,) = ¢ in LS (R), then, for a subsequence, we

have u(,t, + ) — U in CL (R?), where U is an entire solution of (1.1) satisfying (3.3). This
follows by compactness arguments based on parabolic estimates (see [18, Section 3.2] for more
details.) Note that the entire solution satisfying U(+,0) = ¢ is uniquely determined by ¢; this
follows from the uniqueness and backward uniqueness for the Cauchy problem (1.1), (1.2).

The above considerations also imply that w(u) is unaffected if the convergence in (1.4) is
taken in C} (R), rather than in L{° (R), and therefore w(u) is connected in C. (R) as well.
Hence, the set

7T (w(w)) = {(p(2), (1)) s p €w(u)x eR} = U 7(p)

pEw(u)

is connected in R2. (Here, 7(¢) is as in (2.5).) Also, obviously, 7(¢) is connected in R? for all

v € w(u).
If U is a bounded entire solution of (1.1), we define its a—limit set by

a(U) :={¢ € Cp(R) : U(+,t,) — ¢ for some sequence t,, — —o0} . (3.4)

Here, again, the convergence is in L{®

> (R), but due to parabolic regularity, it can be taken in
CL.(R) with no effect on a(U). The a-limit set has similar properties as the w—limit set: it is
nonempty, compact and connected in L5 (R) as well as in C} _(R), and for any ¢ € a(U) there
is an entire solution U such that U(-,0) = ¢ and U(-,t) € a(U) for all t € R. The connectivity

property of a(U) implies that the set

7 (a(U)) = {(¢(2), pz(2)) : p € aU),x e R} = U 7()
pea(U)

is connected in R2.
For a bounded entire solution U of (1.1), we define generalized notions of o and w-limit sets
as follows:

QU) :={p € Cp(R) : U( + xp, t,) — ¢ for some sequences z, € R, ¢, — oo}, (3.5)

AU) :={p € Cp(R) : U(- + xp, tn) — ¢ for some sequences x, € R, t, - —oco}. (3.6)
The convergence can be taken in L2 (R) or C1 (R) without altering the sets Q(U), A(U). Both
these sets are nonempty, compact and connected in C’lloC(R), and they have a similar invariance
property as w(U), a(U). Also, by their definitions, the sets Q(U), A(U) are translation invariant
as well. Further, the definitions and parabolic regularity imply that the sets

TAU) = U 7(p), 7@QU)= U 7(p)

peA(U) peQ(U)

are connected and compact in R%, We remark that the sets 7(w(u)), 7(c(u)) are both connected
(as noted above), but they are not necessarily compact in R2.
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3.3 Further technical results

Throughout this subsection, we assume that ug is in Cp(R) (not necessarily in V), u is the
solution of (1.1), (1.2) and it is bounded.

In view of the invariance property of w(u) (see (3.3)), the following lemma gives a criterion
for an element ¢ € w(u) to be a steady state. This unique-continuation type result is proved in
a more general form in [24, Lemma 6.10].

Lemma 3.4. Let ¢ := U(-,0), where U is a solution of (1.1) defined on a time interval (—6,0)
with & > 0 (this holds in particular if ¢ € w(u)). If () C X for some chain X, then ¢ is a
steady state of (1.1).

As already noted above, it is proved in [11] (see also [12]) that the w-limit set of any bounded
solution of (1.1) contains a steady state. We will use this result for entire solutions:

Theorem 3.5. If U is a bounded entire solution of (1.1), then each of the sets w(U) and a(U)
contains a steady state of (1.1).

The result concerning the a-limit set follows from the result of the w-limit set via compactness
and invariance properties of a(U): taking an entire solution U with U(-,t) € a(U) for all ¢, we
have w(U) C a(U) and w(U) contains a steady state.

The following lemma is essentially the same as [18, Lemma 2.11] (see also [2, Proof of
Proposition 2.1]). The only difference is that in [18, Lemma 2.11], 6 is a constant whereas here
we allow 6 = 6(t) to continuously depend on ¢. This makes just a notational difference in the

proof given in [18, Lemma 2.11].

Lemma 3.6. Let U be a solution of (1.1) on R x J, where J C R is an open time interval, and
let O(t) be a continuous real function on J. Assume that for eacht € J the function U(-,t)—6(t)
has at least one zero and

E(t) :=sup{x: U(x,t) =0(t)}

is finite and depends continuously on t € J. Then, for any to,t1 € J satisfying the relations
t1 > to and &(t1) < &(to), the function Ug(-,t1) is of constant sign on the interval (£(t1),&(to)].
If J = (—00,b) for some —oo < b < oo and limsup,_, . &(t) = oo, then U, is of constant sign
on (§(t),00), for allt € J.

Analogous statements hold for £(t) = inf{x : U(z,t) = 0(t)}.

We next state a quasiconvergence result from [17] (cp. [18, Theorem 2.12]). For any A € R,
consider the function Vyu defined by

Wu(z,t) = u(2A — z,t) —u(z,t), xR, t>0. (3.7)
Theorem 3.7. Assume that ug € V and one of the following conditions holds:
() uo(—00) # uo(0),
(ii) there ist > 0 such that for all A € R, one has z(Vyu(-,t)) < 0.
Then, u is quasiconvergent. Moreover, w(u) does not contain any nonconstant periodic function.

The following result is the same as [18, Lemma 2.13]. It is a variant of the Squeezing Lemma
from [23].
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Lemma 3.8. Let U be a bounded entire solution of (1.1) such that if 8 € f7H{0} is an unstable
equilibrium of the equation & = f(§), then

(Ut —B) <N (teR) (3.8)

for some N < co. Let K be any one of the following subsets of R? :

teR

Assume that O is a nonstationary periodic orbit of (2.2) such that one of the following inclusions
holds:
(i) K CZ(0), (ii) K CR?*\Z(O).

Let TI be the connected component of Py containing O. If (i) holds, then K C T (%;,(I1)); and
if (ii) holds, then K C R?\ Z (Aout(I1)) (in particular, 1 is necessarily bounded in this case).

Finally, we recall the following well known result concerning the solutions in V (the proof
can be found in [27, Theorem 5.5.2], for example).

Lemma 3.9. Assume that ug € V. Then the limits

O_(t):= lm wu(zx,t), 04 (t) := lim u(z,t) (3.9)

Tr——00 T—r00

exist for all t > 0 and are solutions of the following initial-value problems:

0L = f(01), 0+ (0) = up(£o0). (3.10)

4 Entire solutions in w(u)

Throughout this section, we assume—in addition to the standing hypotheses (ND), (MF), and
(1.5)— that ug € V, ug(+o0) = 0, and the solution of (1.1), (1.2) is bounded and satisfies (NC).
We reserve the symbol u(z,t) for this fixed solution.

In the following lemma, we derive some consequences of the assumption (NC) concerning
entire solutions U(+,t) in w(u).

Lemma 4.1. Let U be an entire solution of (1.1) such that U(-,t) € w(u) for all t € R. Then
either Uy = 0 or U has the following properties:

(i) Each of the functions U(-,t), Uz(-,t) has only finitely many zeros, all of them simple, and
the number of these zeros is bounded by a constant independent of t.

(ii) For each t € R, the following limits exist:

O_(t) ;= lim U(z,t), ©OL(t):= leIEOU(x,t). (4.1)

T—r—00

(iii) For each t € R, the spatial trajectory T(U(-,t)) is a simple curve in R?, that is, it has no
self-intersections.
(iv) If (2.7) holds with II = Ily, then, for any t € R, the function U(-,t) has no positive local

minima and no negative local maxima.
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Proof. Assume that U, # 0.
We know (cp. Section 3.2) that for some sequence ¢, — co we have

u(y +tn) = U, ug(cy-+tn) = Uy (4.2)

with the convergence in L%’C(RQ) in both cases. Moreover, since f is Lipschitz, the function u,
is bounded in C'*®(R x [1,400)) for some a € (0, 1). Therefore, possibly after {t,} is replaced
by a subsequence, the second convergence in (4.2) takes place in C. (R?) as well.

We now prove that all zeros of U,(-,t) are simple. Suppose for a contradiction that x¢ is
multiple zero of U,(-, ) for some ty. It then follows from (4.2) and Lemma 3.3, that there is
a sequence 7, — 0 such that uy(-,- + t, + 7,,) has a multiple zero. Thus, by Lemma 3.1, the
zero number z(uy(-,t)) drops at t = t,, + 7,. Since t,, + 7, — 00, the monotonicity of the zero
number gives z(ug(+,t)) = oo for all ¢ > 0, in contradiction to (NC). The contradiction proves
that the zeros of U,(-,t) are indeed simple for any ¢t € R.

From (4.2) and (NC), it now follows that z(U(+,t)) is bounded by a constant independent of
t. Consequently, by the mean value theorem, z(U (-, t)) is also bounded by a constant independent
of t. The proof of statement (i) is complete.

Statement (i) implies that for each t the (bounded) function U(-,t) is monotone near +oo.
This gives (ii).

To prove statement (iii), we go by contradiction. Suppose that for some ty € R the curve
T(U(+,t0)) is not simple: there are xg,n € R with n # 0, such that

(U(o,t0), Uz(z0,t0)) = (U(z0 + 0, t0), Uz (0 + 1, 20)).- (4.3)

Consider the function v(z,t) := U(x + n,t) — U(x,t). It is a solution of a linear parabolic
equation (3.1), and (4.3) means that x is a multiple zero of v(-,%p). By (4.2) and Lemma 3.3,
there is a sequence t, — oo such that the function u(-+n,t,) —u(-, t,,) has a multiple zero (near
xg). Therefore, the same arguments as the ones used above for the function u, show that for
all ¢ > 0 one has z(u(- +n,t) — u(-,t)) = co. By Lemma 3.1, all zeros of u(- + n,t) — u(-,t) are
isolated for ¢ > 0. Therefore, given any t > 0, there is a sequence xz, with |x,| — oo such that
u(xy +n,t) — u(x,,t) = 0. Now, for each n, the function u(-,t) has a critical point between x,
and x,, + 7, so it has infinitely many critical points. This contradiction to condition (NC) proves
statement (iii).

For statement (iv), we refer the reader to [18, Lemma 3.11(ii)]. O

5 Entire solutions with spatial trajectories in Il

In this section, we investigate entire solutions U of (1.1) such that

(c0)
U7 U(1) C . (5.1)
teR

Moreover, we will assume that if U, # 0, then U satisfies the following conditions:

(ci) There is an integer m such that
2(U(+ 1), z(Uz(-,t)) <m (t € R) (5.2)

and all zeros of U(+,t) and Uy(-,t) are simple.
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(cii) The following limits exist

O_(t):= lim U(x,t), ©O4(t):= IILIEOU(m,t). (5.3)

T——00

(ciii) For each t € R, the spatial trajectory 7(U(-,t)) is a simple curve in R? (it has no self-
intersections).

(civ) For any ¢t € R, the function U(-,¢) has no positive local minima and no negative local
maxima.

As shown in Lemma 4.1, if the entire solution U satisfying (c0) comes from an w-limit set:
U(-,t) € w(u), where u is as in Section 4, then either U, = 0 or (ci)—(civ) hold. Therefore
the following proposition, which is the main result of this section, implies Proposition 2.3 (and
thereby Theorem 1.1).

Proposition 5.1. Let U be an entire solution satisfying (c0) such that either U, = 0 or condi-
tions (ci)—(civ) hold. Then

aU)=1{0},  7(w(U)) C Apu(IIp). (5.4)

Note that, by Lemma 3.4, the second inclusion means that w(U) consists of steady states of
(1.1) whose trajectories are contained in Ay (Ilyp). Thus the proposition says that any entire
solution U with the indicated properties is a connection, in LS (R), from 0 to a set of steady
states with trajectories in the outer loop. In the process of proof of the proposition, we will
make this conclusion more precise in some cases.

Although our main purpose of investigating entire solutions U satisfying the assumptions
of Proposition 5.1 is to prove Theorem 1.1 concerning the bounded solution u of (1.1), below
we make no further reference to the solution w and just examine the entire solutions satisfying
conditions (ci)—(civ). Thus, Proposition 5.1 can also be viewed as a statement concerning a
class of entire solutions with some additional properties, regardless of whether they belong to
an w-limit set or not. Such a classification result for entire solutions may be of independent
interest.

Let us first of all dispose of the trivial case U, = 0. In this case, U, being independent of
x, is a solution of & = f(£). Condition (c0) implies that U is nonconstant and it connects the
unstable equilibrium 0 to an equilibrium ¢ with (¢,0) € Agy. Thus in this case, (5.4) is proved.

In the remainder of this section, we assume that U is an entire solution of (1.1) satisfying
conditions (c0)—(civ) and U, # 0. We continue assuming the standing hypotheses (ND), (MF),
and (1.5) on f, and simplify the notation letting

Aout = Aout(HO)-
There are two possibilities in regard to the structure of Ay (cp. Figure 2 in Section 2):

(A1) A,y is a homoclinic loop, that is, it is the union of a homoclinic orbit of (2.2) and its
limit equilibrium, or, in other words,

Aout = {(7,0)} U 7(®), (5.5)

where f(v) =0 and @ is a ground state of (2.1) at level yv. We choose ® so that ®'(0) = 0,
that is, the only critical point of ® is z = 0.
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(A2) Ayt is a heteroclinic loop, that is, it is the union of two heteroclinic orbits of (2.2) and
their limit equilibria (y4,0). In other words,

Aout = {(7=,0), (44,00} U 7(@™) U 7(®7), (5.6)

with v_ < 74, f(7+) = 0, and ®* are standing waves of (2.1) connecting y_ and 7., one
increasing the other one decreasing. We adopt the convention that ®} > 0 and ®, < 0.

To have a unified notation, we set

p:=inf{a € R: (a,0) € Iy} = inf{a € R: (a,0) € Aput},

5.7
Gg:=sup{a € R: (a,0) € IIp} =sup{a € R: (a,0) € Apui}. (5.7)

Thus, {p, ¢} = {7, ®(0)} if (A1) holds; and p = y_, ¢ = 74+ if (A2) holds.

Note that if 4 is any of the constants 7, v4 in (A1), (A2), then f/(7) < 0. Indeed, f'(¥) =0
is not allowed by (ND), and f’(§) > 0 would imply that (%,0) is a center for (2.2) and thus
cannot be the limit equilibrium for any homoclinic or heteroclinic orbit.

As for the limits (5.3), since they are solutions of the ordinary differential equation E=f &),
if O(t) stands for ©_(t) or O (t), then there are two possibilities: either ©(¢) =: © is independent
of t and f(©) = 0, or else it is a strictly monotone solution. Due to (5.1), in the former case
(©,0) equals (0,0) or it is an element of Ay, and in the latter case O(t) # 0 for all ¢ and
O(—00) =0, (0(00),0) € Apyt. We distinguish the following three cases:

(T1) ©4(t) # 0 for all ¢.
(T2) @:t =0.
(T3) O =0and O_(t) #0 for all t; or ©_ =0 and ©4(¢) # 0 for all ¢.

We treat these cases in separate subsections, proving (5.4) (and sometimes more) in each of
them. The next subsection contains some general lemmas that apply to all three cases.

5.1 Some general lemmas

The following two lemmas show basic relations of U(-,t) to {(0,0)} and Ayy:. They are special
cases (with X;, = {(0,0)}) of [18, Lemmas 4.7 and 4.8]. Remember that we are assuming that
that U satisfies conditions U, # 0 and (c0)—(civ) (in particular U is not a steady state of (1.1)).

Lemma 5.2. Let K be any one of the sets {(0,0)}, Aour. Then the following statements are
valid.

(i) If (zn,tn), n=1,2,..., is a sequence in R? such that
dist((U(xn, tn), Uz(Tn,tn)), K) — 0, (5.8)

then, possibly after passing to a subsequence, one has U(- + xp,- +t,) — ¢ in C}

loc(R2)?
where ¢ is a steady state of (1.1) with 7(p) C K.

(i) There exists a sequence (xp,tn), n = 1,2,... as in (i) with the additional property that
|tn| — oo. Consequently, there exists a steady state of (1.1) with 7(¢) C K and

o e AUYUQ). (5.9)

16



In the previous lemma, Q(U), A(U) are the generalized limit sets of U, as defined in (3.5),
(3.6). Statement (i) of the lemma delineates a way spatial trajectories of U can get arbitrarily
close to one of the sets {(0,0)}, Ayut, and statement (ii) shows that the spatial trajectories of U
cannot stay away from from both {(0,0)} and Ay as |t| — co. In the next lemma, we consider
the case when the spatial trajectories stay away from one of the points (p,0),(q,0) € Ay (see
(5.7) for the definition of p, §).

Lemma 5.3. The following statements are valid.

(i) If U < G§—19 for some 9 > 0, then w(U) = {p} (so, necessarily, f(p) =0) and a(U) = {0}.
Similarly, if U > p+ 9 for some 9 > 0, then w(U) = {q} (so f(§) =0) and a(U) = {0}.

(11) If for some tyg € R and 9 > 0 one has U(-,t) < ¢— 10 for all t < to, then a(U) = {0}. If
for some tg € R and 9 > 0 one has U(-,t) > p+ 19 for all t < to, then a(U) = {0}.

We are making an intentional duplicity in this lemma by including the conclusion a(U) =
{0} in statement (i), although this conclusion is also contained in statement (ii) (which has
weaker assumptions). This will allow us to make more straightforward references to one of these
statements.

The next lemma gives other sufficient conditions for a(U) = {0}. It may be useful to reiterate
at this point that o(U) and w(U) are considered with respect to the locally uniform convergence.

Lemma 5.4. If one of the following conditions (al)-(a4) is satisfied, then a(U) = {0}.
(al) ©L #p (so ©4 > p) and there is m € R such that

limsup  U(z,t) (=limsup sup U(z,t)) <O0. (5.10)

x€[m,00), t——00 t——00 ze[m,00),

(a2) ©1 # G and there is m € R such that liminf,cp, o) t——0o U(x,1) > 0.
(a3) ©— # p and and there is m € R such that Hmsup,e(_om), 1——o00 U(,t) < 0.
(a4) ©— # G and and there is m € R such that iImsupge(_ oo m), 1——o0 U(2,t) > 0.

Proof. We prove the conclusion assuming (al) holds, all the other cases are analogous. Note
that (5.10) in particular implies that

o) <0 (z€(m,0), ¢ € a(l)). (5.11)

To start with, we claim that no nonzero steady state of (1.1) can belong to a(U). To show
this, it is sufficient—because of (c0)—to exclude from «(U) all steady states ¢ with 7(¢) C Agus
(note that no nonconstant periodic steady state can be contained in «(U) by (ci)). Relation
(5.11) excludes the shifts of the increasing standing wave ® (if A,y a heteroclinic loop as in
(A2)), the constant ¢ (if f(¢) = 0), and the shift of the ground state ® in the case (Al) with
v = ®(+o00) = ¢. It remains to exclude the constant p, the shifts of the ground state ® in the
case (A1) with v = p, and the shifts of the decreasing standing wave ®_ in the case (A2). The
proofs for all these use very similar comparisons arguments involving periodic steady states, so
we give the details for just one of them, say for the ground state ® when v = p (and ®(0) = q).

Assume for a contradiction that a shift ® of ® is contained in a(U). Hence, there is sequence
t, — —oo such that U(-,t,) — ® in L (R). Let xo stand for the larger of the two zeros of ®.

loc
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Clearly, (5.11) implies that o < m and ® < 0 on (m, o). Pick any € € (0, ). Then, by (5.10),
there is tg € R such that
U(z,t) <e (x>m, t <tp). (5.12)

For any v € [e, §), let ¢ be any periodic solution of (2.1) with 7(v) C Iy and ¢(m) = Y (m+p) =
v, p > 0 being the minimal period of ©. Then, th(m) = 1p(m + p) >0 > &(m) > ®(m + p); and,
in fact, ® < ¢ on (m, m + p) (otherwise, a right shift of the graph of ¢ would be touching the
graph of ®, which is impossible for two distinct solutions of (2.1)). Consequently, if n is large
enough, we have ¢, <ty — 1 and

Uz, tn) <(x) (€ (m,m+p)).
Since, by (5.12), we also have
U(m, 1) < $(m) and U(m+p,t) < g(m+p) (¢ <o),
applying the comparison principle on the domain (m,m + p) X (tn,to), we obtain
Ulz,to) <9(z) (x € (mm+p)).

This is true for all periodic solutions 1 with the indicated properties. We can choose a sequence
of such periodic solutions converging locally uniformly to another shift ® := ®(- — m) of the
ground state ® (by continuity with respect to the initial data, the periods p of these periodic
solutions go to infinity). This implies that U(x,to) < ®(z) for all # > m. In particular,
Oy (tg) = U(oo,tg) = p, in contradiction to the assumption on ©4(ty). Our claim is proved.

We now prove that a(U) = {0}. Take any ¢ € a(U). Let U be the entire solution of (1.1)
with U(-,0) = ¢ and U(-,t) € a(U) for all t € R. By (5.11), U(-,t) < 0 in (m,o0) for all ¢ € R.
We go by contradiction: if ¢ # 0, the strong comparison principle implies that U(-,¢) < 0 on
(m,00) for all t > 0. Now, assumption (1.5) and the Hamiltonian structure of system (2.2)
imply that (0,0) is a center for (2.2): a neighborhood of (0, 0) is foliated by periodic orbits. We
can thus choose a sequence v, of nonconstant periodic solutions of (2.1), with their minimal
periods bounded from above by a constant pg > 0, such that max [¢,| — 0. Pick any zo > m
and denote

s :=max{U(x,1) : z € [xg, 0 + po]} < 0.

If n is sufficiently large, then a suitable shift ¢ of ¢, satisfies

V(xg) =¢(r1) =0and s <Y(zr) <0 (z€ (xg,21)),

for some 1 € (20,0 + po). Then U(-,1) < ¢ in (wo,21) and U(zj,t) < 0 = (z;), j = 0,1, for
all t > 1. Therefore, the comparison principle gives U(-,t) < 1) on (xg,x1) for all ¢ > 1. This
and Theorem 3.5 imply that w(U), which is a subset of a(U) by compactness of a(U), contains
a nonzero steady state, in contradiction to the above claim. We have thus shown that ¢ # 0 is

impossible, therefore a(U) = {0}. O

5.2 Case (T1): ©.(t) #0 for all ¢

In this subsection, we assume that the entire solution U, fixed as above, satisfies the relations

©4(t) # 0 for all ¢.
We first show that 7(Q(U)) C Ay (note that this is stronger than the needed conclusion
T(w(U)) C Aput). In some cases, we even establish the existence of a limit

6= Jim U(-1) in L= (R). (5.13)
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Lemma 5.5. The following statements are valid.

(i) If ©_, O have opposite signs, then necessarily Aoyt is a heteroclinic loop as in (A2), and
the limit ¢ in (5.13) exists and is equal to a standing wave — a shift of @ or ®~.

(ii) If the signs of ©_, O are equal and Aoyt is a heteroclinic loop as in (A2), then the limit
¢ in (5.13) exists and is equal to one of the constants y_, v4.

(iii) If the signs of ©_, Oy are equal and Aoyt is a homoclinic loop as in (A1), then the following
statements hold:

(a) If the functions ©_, O are constant (so they are both identical to the constant ),
then the limit ¢ in (5.13) exists and is equal to the constant v or a shift of the ground
state P.

(b) If one (or both) of the functions functions ©_, O is nonconstant, then T(QU)) C
Aout'

In particular, in all cases, we have T(w(U)) C Aoyt-

Remark 5.6. The convergence conclusion as in statement (iii)(a) is likely valid in (iii)(b) as
well. However, a result on threshold solutions from [15] that we are using in the proof of (iii)(a)
does not seem to be available in general when ©_, ©4 are nonconstant.

Proof of Lemma 5.5. Recall that the functions ©_, ©_ are solutions of the equation E=f &).
If they have opposite signs, as assumed in statement (i), then (whether they are constants or
not) their limits

0y = tlggo O.(t), 0-= tlggo O_(t) (5.14)
are nonzero constants, both stable equilibria of £ = f (£). Clearly, they have opposite signs,
hence, in view of (c0), necessarily {6_,0.} = {y—,7+}, with 74 as in (A2). Thus U is a front-
like solution in the sense that U takes values between vy_, 74, and one of its spatial limits
U(+o0,t) is in the interval (y—,0) while the other one is in (0,7v4). Since f'(y+) < 0, the
convergence result in (i) is contained in [9, Theorem 3.1].

Under the assumptions of (ii), the limits 6_, 0, of ©_(t), O, (t) as t — oo are equal to the
same constant, either y_ or v4. In this case, the convergence result stated in (ii) is also known
and can easily be derived from [9, Theorem 3.1] using a comparison function (see [19, Proof of
Lemma 3.4], for example).

Let now A,y be a homoclinic loop as in (Al). For definiteness, we assume ®(0) > « (the
ground state ® is above ). The case ®(0) < ~ is analogous. Thus, in the notation introduced
in (5.7), p = and § = ®(0).

Assume first that ©_ = O, = . Since (7, ¢ is the range of the ground state ®, F < F(v)
in (v,q] (here, F(u) = [’ f(s)ds is as in (2.3)). This is the setup of [15, Theorem 2.5] whose
conclusion, translated to the present notation, is the same as the conclusion in (iii)(a).

It remains to prove statement (iii)(b). To that end, we first claim that (0,0) € 7(Q2(U)).
Observe that this claim implies the desired inclusion 7(Q(U)) C Aoye. Indeed, since 7(Q(U)) is
a compact subset of R?, our claim implies that there is a neighborhood of (0,0) disjoint from
7(2(U)). Consequently, since the equilibrium (0,0) is a center for (2.2), there is a nonconstant
periodic orbit O of (2.2) in this neighborhood (with (0,0) € Z(O)). We then have 7((U)) C R?\
Z(0), and a direct application of Lemma 3.8 (taking (5.1) into account) gives 7(Q(U)) C Aous.
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We prove our claim by contradiction. Assume (0,0) € 7(2(U)). This means that 0 € Q(U),
and hence there is a sequence (zp,t,) with ¢, — oo such that U(- 4+ z,,t,) — 0 in L7 (R).
Pick a nonconstant periodic solution 1 of (2.1) with 7(¢) C Ily, so that (0,0) € Z(7(¢)) and
p < miny < max1 < §. Then ¢ has infinitely many zeros and therefore ¢»—U (-, ¢,,) has infinitely
many zeros for all large enough n. On the other hand, each of the values ©4(t) = U(£o0,t)
is either equal to 7 or, if nonconstant, approaches v as t — oo. So both O (t) are outside the
interval [min ¢, max 1| for large ¢. Therefore, by Lemma 3.1, z(U (-, t) — ) is finite and bounded

for large t. We have obtained a contradiction, which proves our claim. ]
The following lemma completes the proof of Proposition 5.1 in the case (T1).
Lemma 5.7. a(U) = {0}.
For the proof of this result, we need the following lemma.
Lemma 5.8. The following statements are valid:
(j) The zero number z(U(-,t)) is independent of t € R.

(i) If, for somet € R, J is a nodal interval of U(-,t) (that is, U(-,t) is nonzero everywhere in
J and vanishes on 0J ), then U(-,t) has at most one critical point in J (the critical point
is nondegenerate by (ci)).

Proof. For (j), it is sufficient to prove that t — z(U(-,t)) is locally constant. Since the limits
©4(t) = U(£oo,t) are nonzero, given any 7' > 0 we can find R > 0, € > 0 such that U(x,t) # 0
for any (z,t) € R?\ [-R, R] x [T — ¢, T + €. Since, by (ci), the zeros of U(-,t) are all simple, we
obtain that z(U(-,t)) is independent of ¢, for t € [T —€,T + €.

Statement (jj) follows from statement (j) and conditions (ci), (civ). O

Proof of Lemma 5.7. If the functions ©4 are both constant (so that statements (i),(ii), and
(iii)(a) of Lemma 5.5 apply), the conclusion can be proved by nearly the same arguments as
those given in the proof of [18, Lemma 4.10]. We omit the details in this case, just mention
the following simple changes that need to made in the proof: take f_ = g, = 0, and replace
all references to Lemmas 4.4 and 4.8 of [18] by references to Lemmas 5.8 and 5.3 of the present
paper, respectively.

We now consider the case when at least one of the functions ©4 is nonconstant. For def-
initeness, we assume that ©, is nonconstant. Here, too, there are two analogous possibilities:
O, (t) € (p,0) for all t and ©,4(t) € (0,q) for all t. We just consider the former. Note that, since
O (t) converges to a stable equilibrium of £ = f(€) as t — oo, we necessarily have f(p) = 0.

If U < 0, we get the conclusion a(U) = {0} immediately from Lemma 5.3(i). Henceforth
assume that U(-,¢) has at least one zero for all ¢ and denote by 7(t) the largest of these zeros.
Since we are assuming O, (t) € (p,0), U(-,t) < 0 in (n(t),o0). Lemma 5.8(j) and condition (ci)
imply that 7(t) is a C! function of t € R. By Lemma 5.8(jj), U(-,t) has at most one critical
point in (n(t), c0).

Due to the monotonicity of ¢ — 2(;1),50)(Uz(+, t))—note that Lemma 3.2 is applicable, as (ci)
gives U, (n(t),t)) # 0—one of the following possibilities occurs:

(pl) There is tgp € R such U(-,t) has unique critical point in (7(t), co) for all ¢ < to; this critical
point is the global minimizer of U(-,t) in (n(t),o0)).

(p2) Up(z,t) <0 (x> n(t)).
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If (p1) holds, then, by Lemma 3.6, there is m such n(t) < m for all ¢t € (—o0,tg]. Since
U(-,t) <0 in (n(t),00), condition (al) of Lemma 5.4 applies and we obtain a(U) = {0}.

Assume now that (p2) holds. If U(-,t) > ©4(t) for all ¢, then, since ©(t) — 0 as t — —o0,
we obtain the desired conclusion a(U) = {0} immediately from Lemma 5.3(ii). Otherwise,
z(U(-,t) — ©4(t)) > 1 for some ¢, and consequently for all large negative ¢ (note that U(-,t) —
©.4(t) is a solution of a linear parabolic equation (3.1) on R?). The zero number is finite and
bounded uniformly in ¢ due the bound on the number of critical points of U (-, ), see (ci). Hence
2(U(-,t) — ©4(t)) is independent of t for large negative ¢, say for ¢ < tp; and the zeros of
U(-,t) —©4(t) are then all simple for ¢ < tg. We denote by £(t) the largest of these zeros; £(t) is
a C! function of ¢t. Clearly, for any t < to, we have U(-,t) — ©,(t) > 0 on (£(t),00) and U(-,t)
is not monotone in the interval ({(t¢),00). Therefore, by Lemma 3.6, there is m € R such that
&(t) < m for all t < ty. Using this and the fact that ©(¢) — 0 as t — —o0, we obtain

liminf  U(z,t) > 0. (5.15)

z€[m,00), t——00

Applying Lemma 5.4 , we conclude that «(U) = {0} in this case as well. O

5.3 Case (T2): OL. =0

Throughout this subsection, we assume that ©4+ = 0. Hence, (U(x,t),Uy(z,t)) — (0,0) as
x — oo for all ¢.

If U >0or U <0, then the desired conclusion (5.4) follows from Lemma 5.3(i). Henceforth
we therefore assume that there is ¢y such that

z2(U(-,t9)) > 1. (5.16)
The following then holds.

Lemma 5.9. Relation (5.16) implies that for all t < ty one has
z(U(-,t)) = 1. (5.17)

Proof. By monotonicity, the zero number in (5.17) is at least 1 for all ¢t < tg. We prove that it
is exactly 1, or, equivalently, that for any ¢ < ¢y the spatial trajectory 7(U(-,t)) intersects the
v-axis at exactly one point. We go by contradiction, assume that for some t < tg the function
U(-,t) has at least two zeros and denote by z1 < x5 the two smallest ones. We also assume
that U(z,t) > 0 when x < x1; the case U(x,t) < 0 when z < z; being analogous. Clearly, by
property (civ) and the fact that U(x,t) — 0 as x — —oo, U(+,t) has a unique critical point
in each of the intervals (—oo,x1), (21, x2); we denote them by y1, y2, respectively. We have
Uz(-,t) > 0 on (—oo,y1) U (y2,22) and Uy(-,t) < 0 on (y1,y2).

0 u
Fw

Figure 3: The curve I' C 7(U(+,t)) whose existence is ruled out in the proof of Lemma 5.9
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Consider now the following curve, a part of the spatial trajectory 7(U(-,t)):
L= {(U(I,t), Ux(x,t)) < 272}.

By (ciii), I" is a simple curve. It is the union of the points (U(y1,t),0), (U(y2,t),0) on the u-axis,
with U(y1,t) > 0 > U(ye,t), and the sets {(U(x,t),Uy(x,t)) : x < w1}, {({U(z,t),Up(z, 1)) : 91 <
x <y}, {(U(x,t),Us(z,t)) : y2 < x < x2}, which are contained, respectively, in the quadrant
{(u,v) : u,v > 0}, the half-plane {(u,v) : v < 0}, and the quadrant {(u,v) : v < 0 < v}
(cp. Figure 3). Since (U(z,t),Uz(z,t)) — (0,0) as x — £oo, the union of I' and the closed
segment of the v-axis between the points (0, U, (z2,t) and (0,0), is a Jordan curve. Using now
the facts that 7(U(+, t) has no self-intersections (cp. (ciii)) and that U(z,t) increases with z when
(U(z,t),Uz(x,t)) is in the quadrant {(u,v) : u,v > 0}, we obtain that (U(z,t), Uz(z,t)) cannot
converge to (0,0) as x — co. We have thus found a contradiction, completing the proof. O

Whenever (5.17) holds, conditions (civ), (ci), and (T2) imply that the function U(-,t) has
exactly two critical points, both nondegenerate; one of them is the global maximum point of
U(-,t), further denoted by £(t), the other one is the global minimum point of U(-,t), denoted by
&(t) (cp. Figure 4). The unique zero of U(+,t) is denoted by £(t); it is between the two critical
f)oints.

By the monotonicity of the zero number,

AU(Lt) <1 (tER). (5.18)

IfU(-,t) > 0 for some ¢, then U(-,t) has a unique critical point, the point of global maximum,;
we still denote it by £(¢). If U(-,t) < 0 for some ¢, then the unique critical point of U(-,t) is the
point of global minimum, still denoted by £(%).

Vv
£ (UC) (UG
\g(_tyé(t) &0 x Ao &N o x

Figure 4: The spatial trajectories (top figures) and graphs of U(-,t) when U(-,t) has a zero £(t)
(necessarily unique). The figures depict both possibilities U(-,t) < 0 in (—o0,&(t)) (the figures
on the left) and U(-,t) > 0 in (—o0,&(t)).
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We now prove that the desired conclusion holds when A, is a homoclinic loop:

Lemma 5.10.
If Aoy is a homoclinic loop as in (A1), then (5.4) holds: a(U)) = {0}, 7(w(U)) C Aput-
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Proof. For definiteness, we assume that v = p, so ® is a ground state at level p and § = ®(0) is
its maximum; the case v = § is similar. We prove that for some 9 > 0

supU(z,t) <g—v (teR). (5.19)
zeR

Once this is done, the desired conclusion follows immediately from Lemma 5.3(i).

Assume that (5.19) is not true for any ¢ > 0. Then there is a sequence t,, € R such that
sup,cgr U (-, tn) * ¢. In particular, U(-, t,,) takes positive values (for large enough n), so its global
maximum point £(¢,) exists. We can therefore take x, = £(t,,) and thus have U, (zy,t,) = 0.
Using Lemma 5.2(i), we obtain that, passing to a subsequence if necessary, U(- + @y, t,) — @
in CL (R). But this implies that for large n the function U(-+,t,) has at least two zeros, a
contradiction to (5.18). Thus (5.19) holds and the proof is complete. O

Next, we treat the case when A,y is a heteroclinic loop.
Lemma 5.11. Assume that Aoy s a heteroclinic loop as in (A2). Then (5.4) holds.

Proof. We first show that
A(U) = {0}. (5.20)

Note that this conclusion—stronger than the needed a(U) = {0}—is equivalent to the conver-
gence U(-,t) = 0 in L*°(R) (not just in LjS (R)) as t = —oo.

With £(t), £(t), £(t) as above (cp. Figure 4), and with both £(¢) and £(¢) defined for ¢ < to,
we assume that -

Ulz,t) >0 (z€(—00, (), t€R), Ulz,t)<0 (ze (£(t),00),t€R). (5.21)

The case with the reversed inequalities is analogous.

It is sufficient to prove that the constants 4 are not contained in A(U). Indeed, if this
holds, then A(U) does not contain any shifts of the standing waves ® either (by compactness
and translation invariance of A(U)). Consequently, by Lemma 5.2, dist (7 (A(U)), Aout) > 0,
and (5.20) follows upon an application of Lemma 3.8.

Assume, for a contradiction that v4 € A(U) (arguments to rule out the possibility v_ € A(U)
are similar and are omitted). Since the function U(-,t) is monotone neither on (—oo,&(t)) nor
on (§(t),00), Lemma 3.6 tells us that for some K > 0 one has

S < K, (t <to). (5.22)

From the assumption that v € A(U) we obtain that there are sequences x,, t,, with t,, — —oo,
such that U, := U(- + @,  + t,) — ~T. This, (5.22), and (5.21) in particular imply that
Ty — —0O0.

Let ¢ be any periodic solution of (2.1) with 7(¢) C Iy and (0) > 0, ¥'(0) =
2p > 0 be the minimal period of 1, so 1(0) is the maximum of ¢, and ¥ (—p) = ¥ (p) <
minimum of ¢. Obviously, for all large enough n, say for all n > ng, we have

0. Let
0 is the

U(-+ zp,tn) > 9 on [—p, p|.
Also, due to (5.22) and the convergence x,, — —oo, we have, making ng larger if necessary,

U(tp+xn,t) >0>9(—p) =1¢(p) (n>ng, te (tn,to])-
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Therefore, by the comparison principle, for n > ny,
Ua+an,t) > ¥(x) (3 € [=pypl, € (tusta]).
In particular, at ¢t = tp, we obtain

max U(z + x,,to) > maxy >0 (n > ngp).
:EE[fp,p]

Since x;,, — —o0, we have a contradiction to the relation U(—o0,ty) = ©_ = 0. This contradic-
tion completes the proof of (5.20).
We now prove the second needed conclusion:

T(w(U)) C Aou- (5.23)

If U(-,t) > 0 for some ¢, then U(-,t) — 7T as t — oo (with the convergence in L{° (R)) by
the well known property of solutions with range in the monostable interval (0,7*). Similarly,
if U(-,t) < 0 for some ¢, then U(-,t) - vy~ as t — oo. In these cases we are done. We proceed
assuming that U(-,t) changes sign for all ¢, that is, the equality holds in (5.18) and £(t), £(t),
£(t) are defined for all ¢ € R. For definiteness, we again assume that (5.21) holds; the case with
the reversed inequalities is analogous. For this part of the proof, we adapt some arguments from
[18, Proof of Lemma 4.13].

We claim that the following alternative holds:
T(w(U)) ={(0,0)} or 7 (w(U)) C Aput- (5.24)

Indeed, relations (5.21) imply that hypothesis (ii) of Theorem 3.7 holds (namely, by (5.21),
WU(x,t) > 0 for x &~ f+oo and the finiteness of the zero number then follows from Lemma
3.1(i)). From Theorem 3.7 we obtain that w(U) consists of steady states. It does not contain
nonconstant periodic steady states (due to (ci)), so 7(w(U)) C Iy \ Po. Since 7(w(U)) is
connected, (5.24) must hold.

Thus, to complete the proof of (5.23), we just need to rule out the possibility

w(U) = {0}. (5.25)

Assume it holds. We derive a contradiction. Pick any € > 0 with ¢ < min{—~~,7"}. Relation
(5.25) in particular implies that

for any M > 0 there is T' = T'(M) such that —e < U(z,t) <e (z € (—M,M), t > T(M)).
(5.26)
By Lemma 5.2(ii), Q(U) U A(U) contains one of the constants v+ (or a shift of one of the
standing waves ®1, and, consequently, also both constants +). Since we have proved that
A(U) = {0}, Q(U) must contain one of these constants. We only consider the case v4 € Q(U),
the case y— € Q(U) being similar. Hence, there is a sequence (z,t,) with t,, — oo such that

U(+zn,tn) — 74, (5.27)
n—oo
with the convergence in LS (R). In view of (5.26), we have |z,| — co. We claim that necessarily

xn, — —oo. To show this, first observe that, by (5.21) and the simplicity of the zero £(t), we
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have U, (&(t),t) < 0. Using this and Lemma 3.6, we obtain the following monotonicity relations
for each ¢ > 0:

if £() > £(0), then U, (-,t) < 0 on (£(0),£(1)], (5.28)
if £(t) < £(0), then Uy (-, ) < 0 on [£(¢),£(0)). (5.29)

From (5.21) and (5.27), it follows that there is n; such that £(t,) > z, for all n > n;. If for
some n > nq it is also true that xz,, > £(0), then the relations £(t,) > x, > £(0) and (5.28) give
U(&(0),tn) > U(xy, ty). This inequality can hold only for finitely many n, due to (5.26), (5.27).
Thus for all large enough n we have x, < £(0). Since |z,| — oo, it must be true that =, — —oo,
as claimed.

Pick now a periodic solution ¢ of (2.1) with 7(¢)) C IIg such that min < —e and max > e.
We shift ¢ such that max vy = 1(0). Let 2p > 0 be the minimal period of v; so

miny = ¥(£p) < —¢, max ¢ = 1 (0) > e.
By (5.27), for n large enough,
U(xp +z,ty) >9(0) >e (x€(—p,p)). (5.30)

This and (5.21) in particular imply that £(¢,) > x, + p. We now show that for some large
enough ng, the following must hold in addition to (5.30):

U(ng £ p,8) > () (t > tny). (5.31)
Indeed, if not, then there exists arbitrarily large n such that for some %, > t,, one has
U (SUn + P, 7?n) = ¢(/3) < g,

where p is either —p or p. Since U(,t) > 0 on (—o0,£(t)), it follows that & (£,) < x, + p. But,
due to x, — —oo, we also have z, + p < £(0) if n is large enough; so, by (5.29), U (£(0),1,) <
U (zn + p, tn) < —e. This cannot be true for arbitrarily large n, due to (5.26), so (5.30),(5.31)
both hold for some ny.

Using (5.30), (5.31), and the comparison principle, we obtain U(xy,,t) > 1(0) > ¢ for all
t > t,,. This is a contradiction to (5.26).

We have shown that the assumption (5.25) leads to a contradiction, which concludes the
proof of Lemma 5.11. O

5.4 Case (T3): O, =0 and O©_(t) # 0 for all ¢.

Dealing with case (T3), our assumption in this subsection is that ©4 = 0 and O_(t) # 0 for all
t. The other possibility, ©_ = 0 and ©4(¢) # 0 for all ¢ is analogous. For definiteness, we also
assume that ©_ < 0, hence ©O_(t) — p as t — oo (which includes the possibility that ©_ = p)
and f(p) = 0; the other possibility, ©_ > 0 can be treated similarly.

First, we prove the desired conclusion regarding the a-limit set of U.

Lemma 5.12. o(U) = {0}.
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Proof. f U > 0 or U < 0, then the conclusion follows from Lemma 5.3(i). Henceforth we
therefore assume that z(U(+,¢)) > 1 holds for some ¢ and, consequently, for any sufficiently large
negative t. By (ci) and the monotonicity of the zero number, z(U (-, t)) is finite and independent
of t for large negative ¢ and all zeros of U(-,t) are simple. We denote by £(t) the largest of these
zeros. Since U(oo,t) = ©4(t) = 0, the function U(-,t) is not monotone in ({(t),00). Therefore,
by Lemma 3.6, {(¢) is bounded from above as t — —oo. Thus, there are top,m € R such that
either U(-,t) < 0 on (m,o00) for all ¢t < tg or U(-,t) > 0 on (m,o00) for all t < tg. In either case,
an application of Lemma 5.4 gives a(U) = {0}. O

We now consider the w-limit set of U. The following lemma, in conjunction with Lemma
5.12, shows that (5.4) holds in the case (T3).

Lemma 5.13. 7 (w(U)) C Aput-

Proof. By Theorem 3.7 (which applies due to (T3)), U is quasiconvergent, so w(U) contains
only nonperiodic steady states or constant steady states (nonconstant periodic steady states are
excluded by (ci)). By (c0), all ¢ € w(U) satisfy 7(¢) € Iy, thus Lemma 5.13 will be proved if
we show that 0 € w(U). To this end, we use a similar comparison arguments as in the proof of
[18, Lemma 4.14].

If Aoyt is a heteroclinic loop, as in (A2), choose an increasing continuous function @ such
that 0 > @p(—o0) > ©_(0), tg(c0) = 4, and g > U(-,0). By the comparison principle, the
corresponding solution 4 = wu(-,-,@g) of (1.1) satisfies a(-,t) > U(-,t) for all ¢ > 0. By [9,
Theorem 3.1], the (front-like) solution 4(-,¢) converges in L*°(R) to a shift of the increasing
standing wave ®*, say ®*(- — 7)), as t — oo. This implies that ¢ < ®*(- —n) for all p € w(U);
in particular 0 € w(U).

Assume now that A,y is a homoclinic loop, as in (A1). We have v = p since, as noted above,
©~ < 0 implies that f(p) = 0. The ground state ® satisfies & > ~, ®(+oo) = ~. To prove that
0 € w(U), we again use a suitable comparison function ig; specifically, a bounded C* function
ug with the following properties:

(s1) g has a unique critical point xo and tg(z) is the global maximum of a;

(s2) the limits @p(—00), @p(o0), satisfy the following relations:

©_(0) < up(—o0) <0, 1up(o0) =1;

(s3) as t — oo, the solution (-, t) := u(-,t,up) converges in L>°(R) to ®(- — u), for some p € R.

The existence of such a function g is a consequence of [21, Lemma 3.5]. Indeed, in [21, Lemma
3.5], the convergence to a shift ®(- — p) of the ground state ® is proved for the solution u(-,t, g)
whose initial datum g is given by the following relations (with v = ®(+o00) as above)

6 (‘T € (_007 _Q)a
glx) =4 9 (v €[=q0]), (5.32)
v (z € (0,00]),
where 8 € (,0), J,q € (0,00) are constants; S € (y,0) can be chosen arbitrarily, while ¥, ¢ have

to be selected suitably. We fix any § with ©_(0) < 8 < 0 and take the corresponding constants
9,q > 0. Then for any sufficiently small o > 0, the function g := u(-, g, g) is of class C' and
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satisfies (s1) (cp. [21, Remark 3.6]). For the limits at x = oo we have the following relations:
u(oo,t,g) =~ for each t > 0 and u(—o0,t,g) — [ as t \, 0 (the function t — u(—o0,t,g) is the
solution of the equation & = f(£) with the initial condition £(0) = 3, see [21, Lemma 3.3] or [27,
Theorem 5.5.2]). Therefore, (s2) holds for any sufficiently small ¢y > 0 as well. Finally, since
u(-,t, o) = u(-,to +t,g) for t > 0, condition (s3) is satisfied.

Now, by (T3) and the assumptions made at the beginning of this subsection, the function
U(z,0) satisfies the following relations: U(z,0) — ©_(0), Uz(z,0) — 0 as z — —oo; U(z,0) — 0
as x — oo. If ©_(0) =~ (which holds if and only if ©_(t) = v for all ¢), then also U,(x,0) > 0
for all sufficiently large negative x. These relations in conjunction with (s1) and (s2) imply that
if n > 0 is sufficiently large, then the function uy(- +n) — U(+,0) has only one zero and the zero
is simple. It follows that z(a(- +n,t) —U(-,t)) <1 for all t > 0. Since a(-+n,t) = (- —p+n)
as t — 0o, we obtain, taking into account that the difference of any two steady states (1.1) has
only simple zeros, that z(®(- —pu+mn) — ¢) <1 for each ¢ € w(U). In particular, 0 € w(U). O
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