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Abstract—This article describes a study on neural noise and
neural signal feature extraction, targeting real-time spike
sorting with miniaturized microchip implementation. Neuro-
nal signature, noise shaping, and adaptive bandpass filtering
are reported as the techniques to enhance the signal-to-noise
ratio (SNR). A subset of informative samples of the wave-
forms is extracted as features for classification. Quantitative
and comparative experiments with both synthesized and
animal data are included to evaluate different feature
extraction approaches. In addition, a preliminary hardware
implementation has been realized using an integrated circuit.

Keywords—Spike sorting, Spike feature extraction, Cluster-

ing, Action potential.

INTRODUCTION

Real-time extraction of information from composite
neural recordings is a significant challenge in neural
interfacing. Developing integrated circuit (IC) to
enable portable and implantable systems is important
to allow the study of complex behavior in neuroscience
experiments, closed loop deep brain stimulation and
cortical controlled neuromuscular prostheses. In order
for a spike feature extraction algorithm to be func-
tional as a small device with real-time low-latency
processing and low-power operation, it must be effi-
cient in both computation and IC implementation.

Implementing spike sorting before data telemetry
offers many significant advantages. Spike feature
extraction provides the necessary information required
to sort spikes from raw sampled data. With this
information, each spike event can be represented by its
unique features and firing time, resulting in significant

data compression. A data transceiver designed with the
current semiconductor technology can simultaneously
support a large number of recording channels for a
microchip implementation to extract the spike fea-
ture.4,15 System integration using wireless power
telemetry or a rechargeable battery as well as wireless
data telemetry removes the need for tethering wires. As
a result, a fully wireless operation would relieve the
subjects’ overall stress factor and allow them to move
freely in their natural environment.

Frequently used spike feature extraction algorithms
include Principal Components Analysis (PCA),40,50

Bayesian algorithm,24 template matching,25,43,44,49

wavelets,23,30,31 Independent Component Analy-
sis28,35,37–39 (ICA), and inter-spike interval-based
algorithms.10,26,27 These all demand significant com-
putation. Efforts to improve the efficiency of these
algorithms have been reported; however, these
approaches either rely on an over simplified function-
ality or use a hardware system that consumes too much
power and space.

In part, complex algorithm procedures1,20,34 are
applied to mediate the effects of noise and distortion in
the recording process. Noise sources include ion
channel noise,11 activity from distant neurons, low-
frequency field potentials,36 thermal noise and circuit
noise. Significant sampling distortion is also present
since it is unrealistic to synchronize the sampling clock
with individual spikes.

This article reports a new spike feature extraction
algorithm which is suitable for real-time, low-latency
spike sorting and enables IC implementation. ‘‘Over-
view of the Work’’ section gives overview of the work.
‘‘Similar Neurons, Noise, and Sampling Distortion’’
section describes spike waveform difference, noise, and
distortion. ‘‘Sample Information’’ and ‘‘Enhancing
SNR Using Noise Shaping Filter’’ sections focus on
the selection of ‘‘informative samples.’’ ‘‘Experiments’’
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section presents experimental results. ‘‘Conclusion’’
section concludes the work.

OVERVIEW OF THE WORK

Variable Selection Techniques

As a complementary approach to dimensionality
reduction algorithms, Jolliffe discussed a general fea-
ture extraction algorithm based on a subset of samples
in a classic work.19 This concept requires only a subset
of samples containing the necessary information to
cluster the data, as opposed to using all of the samples.
These informative samples are especially useful in the
presence of single prominent sample set.

There are two challenges facing a sample selection
algorithm. The first challenge is the computational
burden to select informative samples. If the training
procedure is as complicated as suggested in Jolliffe,19 it
would prohibit microchip implementation for implant
purposes. The power and area are the primary prob-
lems with the microchip implementation of other spike
feature extraction algorithms. The second challenge is
the availability of localized features. Improved per-
formance compared to PCA is unlikely if localized
features are not prominent.

Our Approach

We have developed a spike feature extraction
algorithm based on informative samples.48 The theo-
retical framework includes neuronal signature, noise
shaping, and informative sample selection. By evalu-
ating neuronal geometry signatures with the com-
partment model, we find that improved differentiation
among similar spikes can be achieved by appropri-
ately emphasizing signal spectrum.47 Studying the
noise properties has revealed that a frequency shaping
filter can be used to boost the signal-to-noise ratio
(SNR).46 The sample selection technique using esti-
mated entropy identifies informative samples for
sorting spikes. In addition, a preliminary IC imple-
mentation of the algorithm has been recently fabri-
cated6 and being integrated onto a multi-channel
neural recording IC.5

SIMILAR NEURONS, NOISE,

AND SAMPLING DISTORTION

Neuronal Signature

In this section, we briefly describe an analytical
model for extracellular spike, based on which we study
the spike waveform difference.

Assume that both the intra- and extra-fluids are
neutral, the induced voltage waveform is18

V r0
!; t
� �

¼
Z

jm r!; t
� �

4pre r!� r0
!�� ��dr; ð1Þ

where jm is the transmembrane current and re is the
conductivity of the tissue environment; r0

! and r!
represent the locations of the point electrode and the
active membrane segment, respectively.

Since action potentials propagate along the axonal
branches (averaged 0.5–2 ms21 3,16,17), the recorded
active membranes usually do not fire simultaneously.
As a result, the detailed geometry of the underlying
neuron may influence the shape of spikes. Following
the computational model described in Greenberg
et al.,12 Rattay et al.,32 Traub et al.,41 Tuckwell,42 a
neuron is modeled as compartment elements. An
extracellular electrode only records those membrane
segments within the recording radius (measured to be
tens of micrometers2) and can be modeled as one or
few compartments with uniform ion channel densities.
Derived from Eq. (1), the spike waveform is expressed
as the convolution of the transmembrane current
profile and an implicit geometry kernel function

VðtÞ ¼
Z1

�1

jmðsÞWðt� sÞds; ð2Þ

where W(t) is the geometry kernel function determined
by geometry properties of the recorded membrane
segments.

According to Eq. (2), the difference between two
spikes is

DVðtÞ ¼
Z1

�1

½jm1
ðsÞ � jm2

ðsÞ�W1ðt� sÞds

þ
Z1

�1

jm2
ðsÞ½W1ðt� sÞ �W2ðt� sÞ�ds: ð3Þ

Equations (1)–(3) can be used to evaluate the spec-
trum properties of DV(t), which is helpful for designing
an appropriate filter passing band. In the cases the ion
channel populations are similar, DV(t) can have a
useful spectrum at a higher frequency point, which
helps to differentiate similar spike waveforms. In
‘‘Appendix’’ section, an analytical approach of
exploring the spectrum of DV(t) is included.

Noise

The recorded neural spikes are superimposed with
noise that exhibits non-Gaussian characteristics.
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Usually, the noise spectrum magnitude reduces as
frequency increases, which can be approximated by
1/f a family noise. The frequency dependency of noise
is dictated by multiple sources. Identified noise sour-
ces include 1/f x neuron noise,9 electrode–electrolyte
interface noise, and electronic noise, which are illus-
trated in Fig. 1 using lumped circuit model. Except
tissue thermal noise that has a flatten spectrum, the
rest ones show frequency dependency. Specifically,
1/f x neuron noise that characterizes the superimposed
background activities from distant neurons is debat-
ably induced from stochastic variation of neuron’s
activation.9 Numeric simulations based on simplified
neuron models suggest that x can vary in a range
depending on parameters. For the electrode–electro-
lyte interface noise, non-faradaic type in particular, an
effective distributed resistance (Ree) can be defined
and generates thermal noise that is attenuated qua-
dratically to frequency by the interface capacitance
(Cee). For electronic noise, there are two major com-
ponents: one is thermal noise (~kT/gm) and the other
is called flicker noise (or 1/f noise) that dominates at
lower frequency range and is heavily dependent on
fabrication process.

1/f x Neuron Noise

Background spiking activities of the vast distant
neurons (e.g., spike, synaptic release11,29) overlap the
spectrum of the recorded spike signal. They usually
have small magnitudes and are noisily aggregated.
Analytically, the background activities are described as

VneuðtÞ ¼
X

i

X

s

Vi:neuðt� ti;sÞ; ð4Þ

where Vneu(t) represents the superimposed background
activities of distant neurons; i and ti,s represent the
object identification and its activation time, respec-
tively, and Vi.neu is the spiking activity template of the

ith object. Based on Eq. (4), the power spectrum of
Vneu is

PfVneug ¼
X

i

X

s

jXið f Þj2fi
2

e2pjfðti;s0þs�ti;s0 Þ
ED
; ð5Þ

where Æ æ represents the average over the ensemble and
over s0, P{} is the spectrum operation, Xi(f) is the
Fourier transform of Vi.neu, and fi is the frequency of
spiking activity Vi.neu (the number of activations
divided by a period of time). The spectrum of a
delta function spike pulse train

P
s e2pjfðti;s0þs�ti;s0 Þ

��� �
;

according to Davidsen and Schuster9, features a lower
frequency and exhibits a 1/f a frequency dependency.
As this term multiplies |Xi(f)|

2, the unresolved spiking
activities of distant neurons contribute a spectrum of
1/f x within the signal spectrum.

Electrode Noise

Assume the electrode–electrolyte interface is the
non-faradaic type where charges such as electrons and
ions cannot pass across the interface. In a typical
in vivo recording environment that involves several
different ionic particles, e.g. Na+, K+,…, the current
flux of any ith charged particle Ji(x) at location
x assuming spatial concentration ni(x) is described by
the Nernst equation

JiðxÞ ¼ �DirniðxÞ þ niðxÞw�
ziQ

kT
DinirUðxÞ; ð6Þ

where Di is the diffusion coefficient, F electrical
potential, zi charge of the particle, Q the charge of one
electron, k the Boltzmann constant, T the temperature,
and w the convection coefficient. In a steady state,
Ji(x) is zero with the boundary condition of main-
taining about 1 V drop from metal to electrolyte. In
such a case, the electrode interface can be modeled as a
lumped resistor Ree in parallel with a lumped capacitor
Cee. This naturally forms a low-pass filter for the

FIGURE 1. Noise illustration for extracellular spikes. As reported in a recent conference paper,48 the dominant noise is neural
noise (INeu

2 ) circled by red box (high importance), followed by electrode–electrolyte interface noise (Iee) circled by yellow box
(medium importance). Circuit noise alone c4kT

gm
þ K

CoxWL
1
f

� �
contributes less than 5% of the total noise (low importance).
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interface noise. As a result, the induced noise from Ree

at the input of the amplifier is

Nee ¼
4kT

Ree
jReej

1

jxCee

����

���� ðRb þ jxCiÞj j2

¼ 4kT

Ree

1

1=Ree þ jxCee þ 1=ðRb þ 1=jxCiÞ

����

����

2

: ð7Þ

Referring to the hypothesis that the amplifier input
capacitance (Ci) is sufficiently small, introducing neg-
ligible waveform distortion, the integrated noise by
electrode interface satisfies

Zfc2

fc1

Needf �
Zfc2

fc1

4kTNee

j1þ 2pjfReeCeej
df<

kT

Cee
: ð8Þ

Equation (8) suggests reducing electrode interface
noise by increasing double layer capacitance (Cee).
Without increasing the size of electrodes, carbon-
nanotube (CNT) coating21 can dramatically increase
electrode surface area, thus, reducing the interface
noise. ‘‘Enhancing SNR Using Noise Shaping Filter’’
section will compare conventional electrodes and
CNT-coated electrodes from a noise point of view.

In regions away from the interface boundary,
�ni(x) = 0 results in a flattened noise spectrum. Here,
we use a lumped bulk resistance Rb in series with the
double-layer interface for modeling noise

Neb ¼ 4kTRb ¼ 4kTv
qtissue

prs
; ð9Þ

where Rb is the bulk resistance, qtissue is the electrolyte
resistivity, rs is the radius of the electrode, and v is a
constant that relates to the electrode geometry. As
given in Wiley and Webster45, v � 0.5 for a plate
electrode.

Electronic Noise

Noise generated by electronics can be predicted by
circuit design tools and validated through measure-
ments. At the frequency of interest, there are two
major components: thermal noise of transistors and
flicker noise

Nelectronic ¼ Ncthermal þNcflickter ¼ c
4kT

gm
þ K

CoxWL

1

f
;

ð10Þ

where Ncthermal is the circuit thermal noise, Ncflicker the
flicker noise, gm the transconductance of the amplifier
(¶iout/¶vin), c a circuit architecture-dependent constant
typically <4, K a process-dependent constant on the
order of 10225 V2,33 Cox the transistor gate capacitance
density, and W and L the transistor width and length,

respectively. Thermal noise can be reduced by
increasing transconductance (gm), which is linearly
proportional to power consumption. Flicker noise can
be reduced using design techniques such as large size
input transistors and chopper modulations. In a sense,
circuit noise can be used to trade off circuit power and
area.

Total Noise

The noise sources as shown in Fig. 1 include unre-
solved neuron activities (Nneu), electrode–electrolyte
interface noise (Nee), thermal noise from the electrolyte
bulk (Neb) and active circuitry (Ncthermal), and flicker
noise (Ncflicker). The noise spectrum is empirically fitted
by

NðfÞ ¼Nneu þNee þNeb þNcthermal

þNcflicker �
N1

fx
þN0 ð11Þ

where N1/f
x and N0 represent the frequency dependent

and flat terms, respectively. Equation (11) describes a
combination of both colored noise (1/f x) and broad
band noise.

Sampling Distortion

The difficulty of synchronizing the sampling clock of
the analog-to-digital converter with neuron’s random
firing causes sampling distortion. To illustrate this
point, a toy example is shown in Fig. 2, where the
black square curve is sin(t) and the red traces are
sin(t + Dt) with random deviation Dt 2 [21/16p,
1/16p]. Using the black square curve to represent an
ideal neural spike, a red trace is then a recorded spike
which deviates from the ideal spike. Such deviation
referring as sampling distortion introduces spike sort-
ing errors, especially when sampling distortion is
comparable to the spike difference from different
neurons.

Intuitive methods to reduce sampling distortion
include increasing the sampling frequency of the ADC

FIGURE 2. Sampling distortion illustration for extracellular
spikes.
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or performing interpolation and template matching in
the digital domain.

Both approaches require additional power, compu-
tation, and storage space, which are not favorable to
microchip implementation. As shown in Fig. 2, the
amount of distortion varies at different samples, which
is intuitive since sampling distortion is related to the
waveform slope. Inspired by this property, we use a
density function-based procedure to select good sam-
ples, from which the spike features are derived. The
algorithm for selecting samples is efficient in both
computation and storage space, and targeting hard-
ware implementation. The details are shown in sections
‘‘Sample Information’’ and ‘‘Enhancing SNR Using
Noise Shaping Filter.’’

SAMPLE INFORMATION

Methods to quantify information carried by indi-
vidual spike samples are discussed in this section.
Intuitively, a sample is considered to be informative if
the superimposed spikes can be classified into multiple
clusters by evaluating that sample alone. The method
used to quantify the sample information is outlined
below.

Algorithm Sample Information Estimation
Input: M peak aligned spike segments {vi,

i = (1,2,…,M)} with N samples for each
segment

Output: Information infoj carried by spike samples
{vi(j), i = (1,2,…,M)}

– j = 1, construct one-dimensional data set
X = {vi(j), i = (1,2,…,M)}

– Obtain a nested cluster configuration
based on X

– Estimate the probability pq that a
sample being partitioned into the qth
cluster. Use the entropy to estimate the

information infoj = 2Rpq > p0 pqln(pq),
where p0 is a threshold of the cluster size.

– Repeat the procedures to a different
sample, e.g. j = j + 1.

As illustrated in Fig. 3, sample information is cal-
culated based on histograms. Some histograms (e.g.,
Figs. 3a–e) are similar to Gaussian distributions, while
some other histograms (e.g., Figs. 3f–j) exhibit multi-
ple peaks and valleys, which are useful for grouping
waveforms. The principle of sample selection is
to identify those informative samples (histograms of
multiple peaks and valleys), based on which to con-
struct feature space for classification. In the next sec-
tion, emphasis is made on sample information
calculation.

Probability Function Estimation

The probability that a sample being partitioned into
the qth cluster, pq, is obtained by locating peaks and
valleys of an estimated density function of variable vi.
In this section, a density function estimation method
using convex kernels is introduced.

Kernel density estimation is a non-parametric way
of estimating the probability density function of a
random variable.7 Given x1,x2,…,xM are independent
and identically distributed samples of a random vari-
able, the kernel density estimate to approximate the
probability density function is

fðxÞ ¼ 1

hd

X
G

x� xj
h

� �
; ð12Þ

where G(x) is an arbitrary isotropic kernel with a
convex profile g(x), i.e., it satisfies G(x) = g(|x|2) and
g(xi) 2 g(xj) ‡ g¢(xj)(xi 2 xj), d is the dimension of the
data (‘‘1’’ here), h is the kernel bandwidth, and d is
the dimension of the data space. Compared with the
histogram that also approximates a probability den-
sity function, the kernel density estimate defined in
Eq. (12) is a smoothed one avoiding artificial peaks/

FIGURE 3. (a), (b) The histogram and estimated density function at sample (#8) and (#27). As comparisons, (c), (d) display the
histogram and estimated density function of the waveform derivative at sample (#8) and (#27). Sample (#8) is recognized as a non-
informative sample in original waveform, but it is an informative sample in the waveform derivative; sample (#27) is a relative
informative sample in original waveform, however, it is non-informative in the waveform derivative.
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valleys due to insufficient samples. As an example,
density functions of spike samples approximated by
the histogram and convex kernels are displayed in
Fig. 3. It is intuitive to see that kernel scope h is a
sensitive parameter that affects the estimated density
function. In this study, we use the local kernel band-
width scheme, which is reported to be robust by many
authors.8,13

Discussions on Sample Selection

The computation required to accurately quantify
the entropy of an underlying data set is typically high.
However, only a rough estimation is required to select
informative samples. Therefore, the amount of spikes
to compute information can be reduced to a relatively
small number, which should allow hardware imple-
mentation in terms of storage space and computation
complexity. With the synthesized spike data we used,
each sequence contains three neuronal sources with
similar firing rate. As a result, the possible information
scores should be 0, 1

3 ln 3þ 2
3 ln 1:5; or ln 3. When we

increase the amount of training events to M = 300,
the information scores approximately settle to the
expected values, as shown in Fig. 4.

Investigation of informative samples in noisy spikes
has been carried out. Results using synthesized spikes
with recordings from neocortex and basal ganglia31 are
shown in Fig. 4. There are two clear observations.
First, the amount of information carried by each
sample varies, indicating a non-uniform signal-to-noise
plus distortion ratio. Second, it is necessary to create
informative samples if due to severe noise, distortion

and similarity of spike clusters, few of the samples is
informative. As a constraint to create informative
samples, the computation and storage space have to be
feasible for microchip implementation.

ENHANCING SNR USING NOISE

SHAPING FILTER

As mentioned in ‘‘Similar Neurons, Noise, and
Sampling Distortion’’ section, a noise shaping filter
can be used to enhance SNR. The fundamentals of
noise shaping are straightforward. Instead of equally
amplifying the spectrum, a noise shaping filter
allocates more weight to high-SNR regions while
reducing weight at low-SNR regions. This results in
an increased ratio of the integrated signal power over
the noise power. In this section, we use derivative
operation as an example to illustrate the usefulness
of the frequency shaping filter and further demon-
strate that the filter creates additional informative
samples.

In a discrete time spike sequence, the frequency
response of taking derivative is

HðfÞ ¼ ej2pf=fs � 1 ¼ 2jejpf=fs sin
pf
fs

	 

; ð13Þ

where fs is the sampling frequency of the ADC.
The noise power spectrum is modified by taking

derivative. Intuitively, low-frequency noise is reduced
and the high-frequency thermal noise is amplified. The
quantitative impact of a noise shaping filter is affected
by the recording system and biological environment.

FIGURE 4. Information carried by samples from spikes and their derivatives. Horizontal axis is the sample number and vertical
axis is the estimated entropy. The black solid line and red dotted line represent estimated sample information from spikes and their
derivatives, respectively.
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To use f22 noise profile for illustration, the filter’s
influence on noise could be quantified by k

k � fc1fc2

2f2spike
� 1

2
; ð14Þ

where fc1 and fc2 are the lower and higher corner fre-
quencies of the digital filter, respectively. In case k is
less than 1, SNR further increases, which favors spike
sorting from the noise perspective.

The sampling distortion distribution among samples
is altered after taking the derivative. In the original
waveforms, samples close to peaks suffer less distortion
compared with those in transition. After taking the
derivative, samples initially suffering from large dis-
tortion become less distorted, because V¢¢(t) has at least
one zero crossing point during the transition. Quanti-
tative experiments to demonstrate the creation of
informative samples have been carried out and shown
in Fig. 4. In these data, the black solid lines represent
information carried by the samples from spikes and the
dotted red lines represent the derivatives. The spike
data are eight challenging sequences from Quian Qui-
roga et al.31 They are compiled from recordings in the
neocortex and basal ganglia with superimposed noise.
All eight sequences contain three neuronal sources.

The corresponding feature extraction results using
the most informative samples from spikes as well as
their derivatives are shown in Figs. 6a–h, which clearly
presents a 3-cluster configuration.

SPIKE DETECTION AND FEATURE

EXTRACTION HARDWARE IMPLEMENTATION

A custom neural signal processing prototype is
shown in Fig. 5. The recorded neural signal is digital-
ized and buffered through a National Instruments PCI
card and stored for further processing. The dedicated
DSP chip interfaced with the PC is shown in the
middle. The DSP hardware reads the neural signal
through the NI card, performing spike detection and
feature extraction in real-time with latency less than

2 ms. A detected spike is encoded with extracted fea-
tures and the firing time. A block diagram description of
the DSP hardware is shown in the upper right of Fig. 5,
where blocks enclosed in the redline envelope have been
integrated. In our study, spikes are detected with the
nonlinear energy operator (NEO) described in Kim and
Kim22. The NEO-based spike detector calculates the
energy function for waveforms inside a slicing window.
Once it reaches the threshold, a spike event is detected
and stored for further feature extraction.

The ‘‘Noise shaping filter’’ serves a twofold purpose.
First, it sets the low-pass and high-pass corner frequency
fc1 and fc2. Second, the filter outputs the derivative of

FIGURE 5. A custom chardware for spike detection and feature extraction.

FIGURE 6. Performance illustration of a high-pass digital
filter with 32 coefficients. (a) Filter frequency response at
25 kHz sampling frequency, where more than 30 dB signal
attenuation at near DC frequency is obtained. (b) Estimated
neural signal (signal + noise) power spectrum before (the
upper trace in blue color) and after the high-pass filter (the
lower trace in black color), where >30 dB attenuation at near
DC frequency is obtained. Notice that the field potential and
60 Hz noise and its harmonics become much smaller than the
integrated signal power after high-pass filtering.
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the spike waveforms to identify neurons’ kernel signa-
tures. To handle a variety of noise profiles and spike
widths, 32 filter coefficients are programmable to per-
form different orders of noise shaping (>30 dB atten-
uation of low-frequency field potential and 60 Hz noise)
and achieve a flexible fc2 in kHz range. When sampling
frequency is below 25 kHz, the filter can induce addi-
tional 30 dB out-of-band rejection at frequency close to
DC through high-pass filtering. As shown in Fig. 6a,
fs = 25 kHz, fc1 � 600 Hz, and in band ripple <1 dB.
It is worth mentioning that an increase of the sampling
frequency fs would increase fc1 proportionally (unless
using a higher order filter). An example of applying the
filter to a spike sequence recorded at 40 kHz is shown in
Fig. 6b, where near-DC field potentials, 60 Hz noise,
and its harmonics are severely attenuated to be less than
the integrated signal power.

In this implementation, samples including the posi-
tive and negative peaks of the spike derivative and

spike heights are the features chosen for classification.
The choice of this subset is made due to the small cost
on computation and storage space. A NEO-based
spike detector, noise shaping filter, feature extractor,
the corresponding storing device, and control units
described in Fig. 5 are implemented with a custom
digital IC with 0.35 lm CMOS process, which con-
sumes 1.62 9 1.62 mm2 and 93 lW.

EXPERIMENTS

Comparative Results on Synthesized Data

Synthesized spike sequences used in Fig. 4 are
applied to compare the sorting accuracies of different
approaches. Comparative feature extraction results
using competing algorithms, e.g., PCA, wavelets,
spike peaks, and widths, are also shown in Fig. 7.
The extracted spike features are clustered on a PC.

FIGURE 7. Feature extraction results using the proposed algorithm and competing algorithms. (a)–(h) The extracted features
using the most informative samples of spikes and their derivatives (proposed). (i)–(p) The extracted features using a subset of
samples include the peaks of the spike derivative and spike height implemented on chip, proposed. (q)–(x) The PCA-based feature
extraction. (y)–(af) The wavelet-based feature extraction. (ag)–(an) Spike peaks-based feature extraction. (All the algorithms are
tested without performing interpolation. Overlapping spikes within 600 ms are ignored. Haar wavelet is used to perform wavelets
based feature extraction, and features are obtained from the variance peaks after the wavelet transform. Two-dimensional features
are projected from a higher-dimensional space).
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The proposed feature extraction algorithm including
the most informative samples (corresponding to Figs.
7a–h) achieves the highest average accuracy (97.0%).
The hardware using the pre-specified subset (as men-
tioned in ‘‘Spike Detection and Feature Extraction
Hardware Implementation’’ section) gives similar accu-
racy (96.1%), as shown in Figs. 7i–p. The counterpart
algorithms include PCA, wavelets and spike peaks and
width give 78.4, 73.6, and 35.4%, respectively. The
sorting accuracy comparisons are listed in Table 1.

Comparative Results on In Vivo Data

In this subsection, data recorded from in vivo
preparations are used to evaluate the performance of
PCA and the proposed algorithm.

In Vivo Data Testing A—From a Monkey Preparation

In the first example, data recorded from hippo-
campus of a monkey preparation is used. The testing
results are summarized in Fig. 8. In Fig. 8a, detected
spikes are superimposed. PCA is applied to extract
features, which are shown in Fig. 8b.

As a comparison, spike sorting results using the
informative sample selection and noise shaping are
shown in Figs. 8c–f. Specifically, in Figs. 8c and f, the
histograms of sample 20 and sample 28 from noise-
shaped spike waveforms are plotted. Figure 8d dis-
plays detected spikes after noise shaping. A classifica-
tion is color-coded and based on the feature space in
(e). Figure 8e displays the feature extraction results
using the two informative samples, sample 20 and
sample 28. When tested with PCA, the feature space

TABLE 1. Accuracy comparison of using different spike feature extraction algorithms.

Sequence Number 1 2 3 4 5 6 7 8

Informative Sample 97.8% 97.8% 97.8% 97.0% 98.0% 99.2% 96.6% 92.0%

Hardware 97.6% 97.6% 97.4% 95.4% 98.2% 98.4% 93.2% 91.0%

PCA 97.8% 89.0% 60.4% 55.2% 97.6% 77.8% 80.2% 68.8%

Wavelets 92.4% 91.0% 81.8% 57.4% 97.4% 68.2% 51.0% 49.4%

Spike Peaks 34.2% 33.8% 35.4% 34.0% 36.2% 37.8% 35.6% 36.0%

Informative samples are harvested from both spikes and their derivatives. Hardware uses peaks of spikes and their derivatives. Synthesized

data are from Quiroga et al.31

FIGURE 8. Comparative feature extraction and sorting results. (a) Detected spikes are superimposed. (b) Extracted features using
PCA. (c)–(f) display comparative results using informative sample set. (c) and (f) display unprocessed histograms of sample 20 and
sample 28 after noise shaping. (d) Displays detected spikes after noise shaping. A classification is color coded and based on the
feature space in (e). (e) The feature extraction results using the two informative samples, sample 20 and sample 28. Compared with
PCA-based feature extraction shown in (b), (e) provides improved feature space isolation.
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shows a one-cluster configuration (Fig. 8b). When
tested with the proposed algorithm, the feature space
shows a two-clustering configuration (Fig. 8e), sug-
gesting improved feature space isolation.

In Vivo Data Testing B—Simultaneous Intra-
and Extra-Cellular Recording in Anesthetized Rats

A high-quality spike database containing simulta-
neously intra- and extra- cellular recordings is made
publicly accessible at http://crcns.org/data-sets/hc/.
The recording protocols of generating the database is
described in Harris et al.14 In this subsection, com-
parative testing results on PCA and the proposed
algorithm are reported in Fig. 9.

Figure 9a display detected spikes. Figure 9b
extracted features using PCA. Figures 9c–i display
comparative results using informative sample set.
Figures 9c and f display unprocessed histograms of

sample 10 and sample 18 after noise shaping.
Figure 9d displays detected spikes after noise shaping.
Figure 9e displays the feature extraction results using
the two informative samples, sample 10 and sample 18.
Compared with PCA-based feature extraction
(Fig. 9b), the proposed algorithm gives a clear 3-clus-
ter configuration (Fig. 9e). To visually examine the
validity of the 3-cluster configuration, classified spike
templates are individually plotted in Figs. 9g–i.

The data set provides intracellular recordings as
bench markers. In Fig. 10a, the firing pattern of ‘‘a
classified neuron’’ is displayed. As a comparison, the
corresponding firing pattern reported by the intracel-
lular recording is displayed in Fig. 10b. With PCA, the
algorithm fails to isolate any spiking neuron (shown in
Fig. 9b). With the proposed algorithm, the positive
classification rate achieves >90% and false alarm ratio
is 5–20%, sensitive to spike detection threshold. This is
because a neuron sometimes fires a train of spikes and

FIGURE 9. Comparison between PCA and informative sample-based feature extraction. (a) Detected spikes are superimposed.
(b) Extracted features using PCA. (c)–(i) Comparative results using informative sample set. (c) and (f) display unprocessed histo-
grams of sample 10 and sample 18 after noise shaping. (d) Detected spikes after noise shaping. (e) The feature extraction results
using the two informative samples, sample 10 and sample 18. (g)–(i) classified spike templates based on feature space shown in (e).
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FIGURE 10. Comparison of intra- and extra-spike events.

FIGURE 11. (a) Recorded spikes from cat cerebral cortex are superimposed, (b) the extracted spike features consist of spike
height and peaks of the spike derivative are plotted and grouped with a clustering algorithm implemented on PC. (c) The classified
spike clusters are superimposed. (d)–(k) Individual spike clusters superimposed in (c) are displayed. Spike clusters in (d)–(g) are
plotted in a smaller scale (20.3, 0.15) compared with (h)–(j) in (20.5, 0.3) and (k) in (20.5, 0.5).
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latter spikes have noticeably reduced amplitude
(according to the intracellular recordings). An increase
in spike detection threshold reduces the positive clas-
sification rate (missing some small amplitude spike),
while lowering the threshold increases the false alarm
rate (bringing in a large amount of noise events).

In Vivo Data Testing C—From a Cat Preparation

Another example with overlapped spike clusters is
selected for demonstration. The sequence is recorded
from the cat cerebral cortex. The sorting results are
displayed in Fig. 11. In Fig. 11a, the detected 1,210
spikes are superimposed. Extracted spike features
using informative samples are shown in Fig. 11b. The
discrete points in feature space are grouped into eight
clusters with colors using off-line clustering. More than
90% of the superimposed spike events in Fig. 11a are
classified and plotted in Fig. 11c. To further quantify
the validity of the classified spike clusters, superim-
posed clusters in Fig. 11c are individually plotted in
Figs. 11d–k. To clearly display the difference among
spike clusters, Figs. 11d–g are plotted using a smaller
scale (20.3, 0.15), Figs. 11h–j are plotted in scale
(20.5, 0.3), and Fig. 11i in scale (20.5, 0.5).

CONCLUSION

A sample selection-based spike feature extraction
algorithm is reported in this article. The theoretical
framework includes neuronal signature, frequency
shaping filter, and informative sample selection. Unlike
PCA which uses correlated features, the sample selec-
tion algorithm focuses on localized and uncorrelated
features which are strengthened by the frequency
shaping filter. With simulated spike waveforms from
a public database, the algorithm demonstrates an
improved sorting accuracy compared with many
competing algorithms. The algorithm is designed for
integrated microchip implementation and performs
real-time spike sorting. A preliminary hardware
implementation has been realized using an IC chip
interfaced with a personal computer.

APPENDIX: SPIKE WAVEFORM FROM

SIMILAR NEURONS

It is possible that the recorded neurons have distin-
guished spikes, which can be easily captured by a sorting
algorithm. It is also possible that the recorded neurons
have similar shape spikes, due to similar ion channel
densities. However, if the magnitudes of such spikes are
also similar, the differentiation becomes challenging.

A general spike sorting algorithm without using com-
plex training procedures may fail to resolve such ambi-
guity and will inaccurately report a single, large, spike
cluster, which affects the reliability and accuracy of the
decoder. An approach of differentiating the associated
kernel functions could be used to sort the similar spikes.
Assume W1(t) and W2(t) as the geometry kernel func-
tions of two neurons with the same ion channel popu-
lation, the difference between the two spikes is

DVðtÞ ¼
Z1

�1

jmðsÞ½W1ðt� sÞ �W2ðt� sÞ�ds: ð15Þ

Small waveform difference appears if
R1
�1W1 tð Þ�

W2 tð Þdt � 0. Intuitively, the condition means that the
waveforms are identical, ignoring the skew of the
activation of membranes.

Directly extracting the kernel functions from
waveforms is difficult because of the uncertainties of
neurons’ geometry and transmembrane current profile.
To differentiate the waveforms, we rewrite Eq. (15) in
the frequency domain as

FðDVÞ ¼ FðjmÞFðW1 �W2Þ; ð16Þ

where F() denotes the fourier transform. The condition ofR1
�1W1ðtÞ �W2ðtÞdt � 0 is equivalent toF(W1 2 W2) �
0|f=0 Hz, which implies that the waveform difference
caused by the geometry kernel functions has small
contribution at lower frequency spectrum. A more
quantitative explanation can be given by studying the
derivative of F(DV) with respect to the frequency

@FðDVÞ
@f

¼ @FðjmÞ
@f

FðW1 �W2Þ þ FðjmÞ
@FðW1 �W2Þ

@f
;

ð17Þ

where f is frequency.
Note that F(jm) is narrowly band limited signal,

F(W1 2 W2) serves as a notch frequency mask with
relatively wider spectrum. The first term in Eq. (17) is
attenuated by F(W1 2 W2) within the dominant
spectrum of F(jm). Otherwise, appreciable waveform
difference is expected according to Eq. (17).

The second term in Eq. (17), on the other hand,
exhibits a strong frequency dependency within the
dominant spectrum of F(jm). It can be expanded as

FðjmÞ
@FðW1 �W2Þ

@f

� 2pFðjmÞ
Z1

�1

ðW1ðtÞ �W2ðtÞÞt sinð2pftÞdt; ð18Þ

where the approximation holds when kernel functions
Wi are symmetrical.
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As a summary, the waveform difference between
similar neurons caused by geometry functions satisfies
the following conditions

FðDVÞ�0jf¼0Hz

@FðDVÞ
@f

�4p2fFðjmÞ
Z1

�1

ðW1ðtÞ�W2ðtÞÞ
tsinð2pftÞ

2pf
dt/f

0

BBB@
:

ð19Þ

In Eq. (19), @FðDVÞ
@f is linear to frequency f at low-

frequency region, as sinð2pftÞ
2pf � 1: The strong emphasis

on frequency shows that F(DV) exhibits a higher fre-
quency spectrum. As a result, a frequency-shaping fil-
ter with an emphasis on high-frequency spectrum may
help to differentiates kernel functions.
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