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Abstract— Most state-of-the-art visual attention models
estimate the probability distribution of fixating the eyes in a
location of the image, the so-called saliency maps. Yet, these
models do not predict the temporal sequence of eye fixations,
which may be valuable for better predicting the human eye
fixations, as well as for understanding the role of the different
cues during visual exploration. In this paper, we present a method
for predicting the sequence of human eye fixations, which is
learned from the recorded human eye-tracking data. We use
least-squares policy iteration (LSPI) to learn a visual exploration
policy that mimics the recorded eye-fixation examples. The
model uses a different set of parameters for the different stages
of visual exploration that capture the importance of the cues
during the scanpath. In a series of experiments, we demonstrate
the effectiveness of using LSPI for combining multiple cues
at different stages of the scanpath. The learned parameters
suggest that the low-level and high-level cues (semantics) are
similarly important at the first eye fixation of the scanpath, and
the contribution of high-level cues keeps increasing during the
visual exploration. Results show that our approach obtains the
state-of-the-art performances on two challenging data sets:
1) OSIE data set and 2) MIT data set.

Index Terms— Scanpath prediction, visual saliency prediction.

I. INTRODUCTION

HUMANS and other primates shift their gaze to allocate
processing resources to a subset of the visual input.

Understanding and emulating the way that human observers
free-view a natural scene have attracted much interest [1]–[3].
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Many computational models of visual attention aim at
predicting the probability of fixating the eyes in a location
of the visual scene, i.e., the saliency map. However, the
problem of predicting the sequence of eye fixations remains
considerably unexplored. The prediction of the sequence of
eye fixations might be more involved than predicting the
saliency map, since the temporal order of the fixations is
discarded in a saliency map.

Computational saliency models for predicting the sequence
of eye fixations are inspired by biological systems. Several
psychological studies investigated the strategy underlying the
temporal sequence of eye movements [4]–[6]. These studies
introduced several hypotheses that may explain the strategies
followed by the observers, but these models were not
intended to predict the sequence of eye fixations. It was
not until recently that the first computational models that
predict the sequence of eye fixations in an unseen image
were introduced [7], [8]. These methods introduced multiple
cues extracted from the image that are useful for scanpath
prediction. The results achieved by these methods are a
remarkable feat.

In this paper, we introduce a model to combine different
cues to predict the human visual scanpath. Our model dynam-
ically combines the input cues by changing the contribution of
each cue over the temporal sequence of the visual scanpath.
This allows analyzing the temporal evolution of the importance
of the different cues during visual exploration.

The parameters of our model are learnt from the examples
of recorded human eye fixations, using least-squares policy
iteration (LSPI). LSPI is a technique for reinforcement
learning that we use to mimic the human visual scanpath.
Reinforcement learning has been previously used to learn
the models of visual attention to improve some computer
vision and robotics tasks, such as object, action, and face
recognition [9]–[11], visual search in surveillance [12], and
autonomous navigation [13], [14], among others. We use
similar techniques as some of these methods, but in our case,
we aim at mimicking human eye fixations rather than using
visual attention to improve a specific task.

In a series of experiments, namely, in the OSIE data set [15]
and the MIT data set [16], we show that LSPI is able to effec-
tively learn to combine cues for predicting the visual scanpath.
The learned parameters suggest that the low-level and high-
level cues are similarly important at the first eye fixation of
the scanpath, while the weights of the high-level cues keep
increasing with time. LSPI achieves better prediction of the
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human visual scanpath than the heuristics based on generating
scanpath predictions from saliency maps. In addition, we show
that the cues we combine with LSPI outperform the current
state-of-the-art methods [8].

II. TOWARD VISUAL SCANPATH PREDICTION

In this section, we briefly revisit the literature on saliency
models and the prediction of scanpaths in eye fixation, which
is the main goal of this paper.

A. Visual Saliency Models

Early studies on computational saliency models are rooted
in feature-integration theory [17]. Koch and Ullman [1] pro-
posed a computational architecture based on this theory,
and the first complete implementation and verification was
done by Itti et al. [18]. In the last decade, a large number
of computational models have been proposed following a
similar framework [19], and also, a rich variety of theories
and approaches have been introduced for the integration and
design of features [20]–[24]. These models combine low-level
features, such as color, intensity, and orientation, at numer-
ous spatial scales. Several recent works show that semantic
information can considerably boost the performance of these
models [16], [25].

Another strand of research investigates the problem of
finding the salient objects or regions in the image [26]–[29].
This should not be confused with the aforementioned works
that predict the saliency map [30], i.e., the probability of the
locations in the image where a human observer may fixate
the eye. In this paper, in contrast to saliency map prediction
or salient object detection, we aim at predicting the temporal
sequence of eye fixations.

B. Visual Scanpath Prediction

Several visual saliency models generate sequences of eye
fixations from saliency maps [18], [19]. These models can-
not exploit the intrinsic temporal information of the visual
scanpath because the saliency maps are static. Using temporal
dynamics may lead to better accuracy prediction of the visual
scanpath, and may reveal the influence of the different cues
during visual exploration.

The pioneering work by Lee and Yu [4] introduced the
principle of information maximization for understanding the
visual scanpath. Inspired by this work, Renninger et al. [31]
implemented a visual scanpath predictor for shape silhouettes.
However, these models were not introduced for natural or
realistic images.

It was not until recently that Wang et al. [7] introduced the
first human visual scanpath predictor for natural images, which
was based on the information maximization criteria. Later,
Sun et al. [32] proposed to generate a scanpath by sequentially
obtaining super-Gaussian component (SGC) and selecting
fixations with maximum SGC responses. More recently,
Liu et al. [8] improved the predictive accuracy in [7] by
introducing semantics and transition probabilities in the model.
This work can be seen as complementary to these previous
methods of visual scanpath prediction. We focus on learning

how to dynamically combine different input cues for visual
scanpath prediction. Thus, the cues introduced in [7] and [8]
could be integrated in the feature combination framework we
propose. Yet, we show that the cues we use outperform the
results of previous works.

Recently, Mathe and Sminchisescu [33] introduced a scan-
path predictor based on learning a model from the examples of
human eye fixations. Note that our model is also learnt from
examples, but the model we propose has several advantages
over that in [33]. Our model uses a different set of weights
for each stage of the visual scanpath, which can adjust the
influence of each cue at the different stages of the prediction
of the scanpath. In addition, our model directly relates the cues
with the policy that predicts the scanpath, and allows analyzing
the importance of each cue during the scanpath. This is not the
case in Mathe and Sminchisescu model [33], since it learns
the parameters of the reward rather than the policy, and it
becomes involved to relate the importance of each parameter
to the final prediction of the scanpath.

III. HUMAN VISUAL SCANPATH AS

A MARKOV DECISION PROCESS

In this section, we introduce a Markov decision
process (MDP) to model the human visual scanpath. This will
serve as the basis for our learning algorithm that we introduce
in the following Section IV.

Formally, an MDP is represented with the tuple
(S,A, r, P) [34]. S is the set of possible states of the system,
and a state s ∈ S encodes the current situation of the system.
In particular, for visual scanpath prediction, the state represents
all the information gathered through the visual exploration of
the image, such as the locations of previous eye fixations, and
features of the current visual exploration extracted from the
image. A is the set of actions that the MDP can take at each
stage. An action a ∈ A is the location in the image where the
gaze will be fixed next. An MDP assumes that to deliver the
next action, only the current state is needed.

After taking an action, the system receives a reward, which
is denoted as the function r : S×A→ R. The reward r(s, a)
determines how valuable is to be in a certain state after taking
an action. Note that the reward is unknown until the action is
taken. Thus, at each time step, the MDP is in some state s, it
decides taking an action a, the process responds by moving
into a new state s′, and the reward for being in state s′ is
evaluated. Since the state s′ is uncertain until the action is
executed, it is common to use the probability of transitioning to
a destination state, s′, from the current state, s, when action a
has been taken. This probability is denoted as P(s′|s, a).

The transition probability P(s′|s, a) and the aforementioned
reward r(s, a) may be difficult to model for the case of eye
fixations. We use a reinforcement learning algorithm that does
not use a predefined model for P(s′|s, a) and r(s, a) that is
introduced in the next section IV. Before that, we now review
the common formulation for MDP assuming that we have a
model for P(s′|s, a) and r(s, a). An MDP generates the next
eye fixation using a policy that at each time step decides what
action to take given the current state. Let π : S → A be the
mapping between the current state and the action to be taken,
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the so-called policy. The optimal policy maximizes at each
time step the expected reward. This is expressed using the
Bellman equation [35]

π(s) = arg max
a∈A

Qπ (s, a)

= arg max
a∈A

r(s, a)+ γ Es ′∼P [Qπ(s′, a)] (1)

where Es ′∼P [Q(s′, a)] is the expected value of Qπ (s′, a) over
s′ ∼ P(s′|a, s). Observe that the Bellman equation evaluates
the reward of the current state, r(s, a), and the expected reward
in the following states after sequentially taking the actions
following the policy. Qπ (s, a) is the so-called value function,
and note that it is defined recursively in order to evaluate the
reward along the sequence of decision making. γ is the value
of the weight of the importance of the expected future rewards,
and it is used to alleviate the effects of the uncertainty on the
state transitions, P(s′|a, s).

The modeling of the transitioning probability, P(s′|s, a),
and the reward function, r(s, a), is of crucial importance to be
able to model the human visual scanpath as an MDP. However,
true underlying reward and the transition probability of the
human model remain unknown. As we mentioned previously,
we take an alternative approach, in which we approximate the
model by learning a value function that bypasses the definition
of the transition probability and the reward function. This is
LSPI [36], which allows learning a policy from the recorded
human eye fixations that mimics the human behavior.

IV. LEARNING A POLICY FROM

SEQUENCES OF FIXATIONS

In this section, we give a general overview of our algorithm.
The main aim of our algorithm is to predict a sequence of
locations in the image that mimic the sequence of human eye
fixations while free viewing an image. During a training phase,
the algorithm has access to several recorded sequences of
eye-tracking results in natural images, which are used to learn
a policy for scanpath prediction.

A common approach in the literature to learn a policy
without specifying the reward function and the transition
probability of the MDP is to approximate Qπ (s, a) using a
linear projection of a state-action descriptor [36]

Qπ(s, a) ≈ Q̂π (s, a) = wT φ(s, a) (2)

where φ(s, a) is a vector of features extracted from the state-
action pairs that we introduce in Section VI. w is a vector of
parameters for the features in φ(s, a), which is learned during
a training phase, and T is the transpose operator. Thus, the
policy becomes

π(s) = arg max
a∈A

Q̂π (s, a) = arg max
a∈A

wT φ(s, a). (3)

This maximization can be solved by evaluating wT φ(s, a)
among all actions and selecting the one with higher Q̂π(s, a),
since the number of actions is relatively small in practice.
Thus, the execution of the MDP consists of iterating between
solving (3) to take a new action and extracting φ(s, a) for the
new state after taking the action. In this way, the definition

of φ(s, a) and the learning of w determine the policy to
generate the eye fixations with the MDP.

In Sections IV-A and IV-B, we first introduce the algorithm
to learn the parameter w, and then, we define the state-action
mapping φ(s, a).

A. Least-Squares Policy Iteration

We use the algorithm of policy iteration to learn the
policy [36], which has been shown to perform well in other
problems with similar settings to ours [14]. LSPI is an iterative
procedure that at each iteration i uses the current policy, πi ,
to generate a new, improved policy πi+1. At the beginning
of the i th iteration of the system, actions are generated from
the current policy, πi , which generate new sequences of eye
fixations that will be used for further improving the policy.
Recall that the parameter of the policy is w, and hence, we
use wi to denote the parameters at iteration i . The generated
sequences are composed by the state-action mapping before
executing the action, the state-action mapping after executing
the action, and the received reward, which are defined as
φ(sn, an), φ(s′n , π(s′n)), and r(sn, an), respectively. We use
the superindex n to index the different sequences.

The fitting of a new policy at the i th iteration of the
system, from a set of generated sequences, is done using
the approximation of Qπ (s, a) in (2) that we previously
introduced. Then, we find the fixed point of the Bellman
equation [37], [38], and the optimization problem becomes
the solution of the following point process equation:

wi+1 = arg min
u

N∑

n

‖uT φ(sn , an)− r(sn, an)

−γ wT
i+1φ(s′n, π(s′n))‖2 (4)

where N is the number of generated sequences. Note that (4)
aims at approximating the Bellman equation through least
squares, and finding that the optimal u is equal to w
(fixed point of the Bellman equation). This can be solved in
a closed form by solving a system of linear equations, which
can be easily implemented in practice when the state-action
mapping is low dimensional, that is our case [37], [38]. Thus,
as shown in [36], the set of weights, wi+1, can be found by
solving the system Awi+1 = b by iteratively updating the
equations

b ← b+ 1

N

N∑

n

φ(sn, an)r(sn, an) (5)

A ← A+ 1

N

N∑

n

φ(sn, an)(φ(sn, an)T − γφ(s′n, π(s′n))T )

(6)

where A is a square matrix of the dimensionality of φ. It can
be shown that by running LSPI until convergence, as the
number of generated sequences increases, the algorithm learns
the policy that maximizes the expected reward [36].

The reward we use to learn with LSPI is based on evaluating
the performance of the eye fixations generated using the
current policy. Recall that we have access to the exemplar
trajectories of visual scanpaths that have been previously
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recorded using an eye tracker. In order to evaluate how well the
eye fixations generated mimic the recorded eye fixations from
humans, we compute the distribution of eye fixation among
all the subjects at the pixel level. The sequences are evaluated
using the same criteria we use in Section V-B. Note that this
is a proxy of the underlying reward of an MDP that models
the human vision attention, since it enforces that the learned
policy mimics the human visual scanpath.

B. State-Action Mapping φ(s, a)

Since the MDP uses a discrete temporal basis, we divide the
visual scanpath into different temporal consecutive stages. We
use a total number of six stages, because from the experiments,
we found that this value is neither too fine nor too coarse
for the majority of the images, in order to capture different
characteristics of the temporal evolution of the visual scanpath.
In addition, we use a constant value of six stages for all the
images for simplicity in the implementation.

In order to be able to learn the weights for combining
the features, w, and distinguishing among different stages in
the sequence of eye fixations, we use a state-action mapping
vector, φ(s, a), that differentiates among stages. To do so, we
use φ′(s, a), which is the vector of the features computed in
a particular stage of the sequence of eye fixations, and it is
different for each stage. These features are data set dependent,
and the concrete form of φ′(s, a) is introduced in Section VI.
Given φ′(s, a), we define φ(s, a) using the indicator functions
associated with each of the stages, and the final state-action
mapping becomes the following vector:

φ(s, a) = (I[t = 1]φ′(s, a), . . . , I[t = 6]φ′(s, a))T (7)

where t indicates the stage of the sequence of eye fixations
and I[·] is the indicator function that takes value 1 when it
is true and 0 otherwise. We can see by analyzing (7) that
φ(s, a) is a sparse vector, since it is only different from 0 in
the vector entries that corresponds to the current stage. In this
way, when the policy is evaluated, i.e., wT φ(s, a), only the
part of w corresponding to the stage t will have an effect,
and the rest will be inhibited from the indicator function. This
allows us to learn a different set of parameters for making
decisions considering which stage of the visual exploration we
are evaluating. Note that the learning of the different stages of
the scanpath does not become independent among each other.
This is because the order of the sequence is taken into account
in the reward.

The features that we use for the state-action feature
vector, φ′(s, a), are data set dependent. For this reason, in
the following section V, we first describe the data sets, and
then we introduce the state-action features.

V. DATA SETS AND EVALUATION

In this section, we introduce the data sets and the evaluation
criteria we use in the experiments.

A. Data Sets

We test our algorithm on two public eye-tracking data sets,
namely, OSIE [15] and MIT data sets [16].

1) OSIE Data Set: The OSIE data set [15] contains
700 natural images and 12 semantic attributes (e.g., face,
text, and motion) on 5551 outlined objects. Unlike previous
eye-tracking data sets, a large portion of the images includes
multiple dominant objects, making it a suitable data set for
comparisons of the relative importance of the semantic cues.
The ground-truth annotations of semantic objects are used as
features. We randomly split the data set into 350 images for
training and 350 for testing.

2) MIT Data Set: The MIT data set [16] is a widely
used data set with 1003 natural images and object categories,
such as face, pedestrian, and car, that can be detected with
specifically trained object detectors. For the experiments on
the MIT data set, we learn our model based on the features
introduced by Judd et al. [16]. We randomly select 502 images
for training and 501 images for testing.

B. Evaluation

We evaluate the prediction of visual scanpath using the
evaluation metric proposed by Borji et al. [39]. This method
first computes a mean-shift clustering for all human fixations,
using the optimal bandwidth to maximize the interaction rate
between the clusters. A unique character is assigned to each
cluster center and the corresponding fixations, so each scan-
path can be represented by a string. It measures the similarity
between human subjects’ scanpath and the model prediction
with the Needleman–Wunsch string matching algorithm [40].
The matching scores for all the subjects are averaged to get the
final evaluation score. For evaluation purposes, we provide an
upper bound of the achievable performance by reporting the
results of the human performance as the scanpath predictor.
We compute the scanpath similarities between every two
subjects, and average them to obtain the overall interobserver
similarity.

In [39], the interaction rate is computed as the number of
saccades between the clusters. This leads to a number of small
clusters that may not represent the unit of attention in the
scene (i.e., the objects). We improve the computation of the
interaction rate as

I = Nb − Nw

C
(8)

where Nb and Nw represent the number of saccades between
and within the clusters, respectively. The parameter C rep-
resents the number of clusters. With this improvement, the
fixation clusters match the objects better than the original
method.

In addition, differently from [39], instead of comparing the
whole scanpath, we evaluate the models at multiple fixation
stages. In particular, we compare the fixation sequences with
lengths from 1 to 6 to see the change in the performance with
different numbers of fixations, which allows a more explicit
evaluation of the fixation order.

VI. ACTIONS AND FEATURES

In this section, we introduce the state-action mapping
φ′(s, a). First, we define the actions, and then, the features
used to compute φ′(s, a) for each data set.
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A. Actions

We propose to use superpixels rather than pixels as a
base representation for eye-fixation prediction. Superpixels
aim at segmenting the image into small segments that contain
a maximum of one object inside. There are much more
superpixels than possible objects, and superpixels are usually
homogeneous in color or texture. We use superpixels extracted
via energy-driven sampling superpixels [41] to segment the
images into 300 superpixels, which is considered as one of
the state-of-the-art methods for superpixel extraction.

We use superpixels instead of pixels to indicate eye fixation.
This might be a natural choice, since when visual attention is
allocated, it is not attracted by a single pixel, but a coherent
region that represents an object or a part of an object [42].
In addition, using superpixels yields a computationally less
expensive algorithm than using a pixel-based approach.

Thus, an action a ∈ A generates an eye fixation to a
superpixel. The number of actions is equal to the number of
superpixels. For evaluation purposes, we generate a final pre-
diction at the pixel level using the centroid of the superpixel.

B. Features

We use a total of 19 different features for the OSIE data
set, and 35 for the MIT data set. These features range from
low-level cues to semantics, which we describe as follows.

1) Low-Level Features: We use the common bottom-up
saliency features for both the data sets. They are gener-
ated based on three biologically plausible feature channels,
namely, color, intensity, and orientation [18]. For each channel,
normalized center-surround differences are computed at multi-
ple scales and integrated linearly. In the proposed framework,
which is based on superpixels, the pixelwise feature maps are
averaged within each superpixel.

In the MIT data set, in addition to the aforementioned
features, the local energy of steerable pyramid filters,
RGB colors, probabilities, and histograms, and the Torralba
saliency map are provided [43].

2) Semantic Features: It has been shown that certain object
categories attract attention more strongly and rapidly than
others [15], [16], [25]. For OSIE data set, we use the list
of objects of interest and attributes available with the data
set, which are shown to be relevant for saliency map predic-
tion [15]. We use the 12 attributes provided in the data set,
which include face, text, motion, and extra, and one additional
feature to represent the annotated objects in the OSIE data set
without semantic features. For MIT data set, we use the four
features provided with the data set, which include the response
of detectors for face, car, pedestrian, and horizon.

One scenario where discrepancy often happens between the
saliency models and the human behaviors is that low-level
features tend to highlight object contours with local contrast.
In comparison, humans look more at objects and, particularly,
at their center regions. Studies have also shown a strong
correlation between eye fixations and objectness [44]–[47].
Therefore, in our experiments, the ground-truth object seg-
mentation [15] and the detected objects [16] allow a more
accurate prediction of human eye fixations. For each object,

we estimate its center as the centroid of the corresponding
image region, and then, place a Gaussian blob at the center of
each object. In both the data sets, we do this by setting the
object center pixels to 1 in the feature map and others to 0,
and blurring the map with a Gaussian kernel (σ = 2°).

3) Center Bias: The center bias is an important cue for
the prediction of saliency maps [16]. This may be due, for
instance, to the photographer bias, the straight-ahead position,
the tendency to center the eyeball within its orbit, and the
tendency to look at the screen center due to strategic
advantages. For the OSIE data set, we model it with a
nontime-varying 2-D Gaussian distribution at the screen center.
We set σ of the Gaussian distribution following the standard
procedure in the literature [48]. For the MIT data set,
to be consistent with Judd et al. [16], we use the same
distance-to-center channel in their saliency model. We model
the center bias differently in order to make a fair comparison
between our model and these two methods. To generate the
feature for each superpixel, we do the same procedure as in
the low-level features. It yields a 1-D feature that indicates
the distance to the center. We use two different procedures
for each data set in order to reproduce the standard procedure
used in the literature for each data set.

4) Spatial Distribution of Eye-Fixation Shifts: For both the
data sets, OSIE and MIT, we include as a feature a prior
probability of shifting the eye from a superpixel to another.
We use the prior model introduced in [8], which is a 2-D
Cauchy distribution. Let (x, y)t be the position of the predicted
eye fixation at stage t . We define a 1-D feature that evaluates
the prior probability that the next eye-fixation shifts to the
location (x, y), i.e., the centroid of a superpixel, and it is
defined as (‖(x, y − (x, y)t‖22 + 602)−(3/2) [8].

5) Indicator of Visited: We include another 1-D feature to
indicate when the superpixels have received a fixation during
the sequence of eye fixations. This feature is equal to 1 when
a superpixel closer to two hops in the neighborhood has been
selected in a fixation, and 0 otherwise. This feature may be
useful to avoid generating new eye fixations in the superpixels
already visited. We use it for the OSIE and MIT data sets.

VII. EXPERIMENTS

In this section, we report the results of our method in the
OSIE data set [15] and the MIT data set [16], explained in
Section V. We first discuss the learning algorithm and the
learned parameters, and finally, report the results compared
with several baselines and the state-of-the-art methods.

A. Learning

Recall that we use LSPI to learn the parameters
(Section IV). We set γ = 0.6, since it achieves the highest
accuracy in a twofold cross-validation on the training set
(in the following, we also report the results for γ = 0). At each
iteration of LSPI, we generate a number of 15 fixations for
each image in the training set. The 15 fixations are generated
with the policy, extracting the fixation that have highest value
function. In this way, we are able to generate more training
sequences, and we found that 15 yields a good compromise
between the computational cost and the accuracy. We found
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Fig. 1. Convergence of LSPI on OSIE data set. Parameter weights while learning with LSPI, for each of the six fixations in their temporal order in the
scanpath. We group the cues into four groups, and plot with thicker lines the total weight of the cues in the groups.

Fig. 2. Statistics of the reward during learning on OSIE data set. (a) Average and (b) distribution of the reward during learning with LSPI.

that the indicator of visit feature has an undesirable impact in
the learning algorithm, because it has a strong tendency to take
large negative values (it forces to avoid generating new eye
fixations in the superpixels already visited). To significantly
reduce the convergence time and avoid stability problems with
the values of the weights, we fix the weight of the indicator
visit cue to −∞, and do not learn it. Note that it is still
part of φ(s, a). We report the analysis of the learning on
OSIE data set, but similar conclusions could be extracted with
the MIT data set.

In Fig. 1, we show the progression of the parameter values
during learning. Each plot corresponds to the parameters
of one stage from the six different stages in which we
divided the visual exploration according to their temporal order
(from the first fixation to the sixth). We can observe that after
100 iterations, the LSPI converges.

In Fig. 2(a), we show the average of the reward during
learning. We can see that the policy gets higher rewards, until
about the 100th iteration, when it converges. We can also
observe that the received reward is worse at the final stages
of the visual scanpath than at the beginning. As we show in
the following, the same tendency is observed when evaluating
the performance of the prediction of the scanpath with LSPI,
as shown in Fig. 5. This gives us some reassurance that the
learning objective (maximization of the reward) is impaired
with the final performance. In Fig. 2(b), we illustrate the
distribution of the reward in the last iteration of the learning,
i.e., the reward for the learned policy that we use in the rest
of the experiments. We can see that the rewards obtained
with the policy are much higher than with randomly selecting
superpixels, especially for higher rewards (note that it is in
logarithm scale).
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Fig. 3. Learned parameters on OSIE data set. (a) Weights of the different
cues for each of the six fixations in which we divided the visual exploration.
(b) We group the low-level cues by Itti-Koch saliency into one group and all
the semantics into another group, and show the total weight of the cues in
each group of cues. Note that the cues of the image center and the prior of
the eye fixation shifts are plotted separately.

B. Analysis of the Learned Parameters

In Fig. 3(a), we show the learned weights for the
different cues of the OSIE data set. We can directly compare
them because all the features take values between 0 and 1.
We observe that the weight of the center channel is high at
first, and it decreases monotonically with time, suggesting
that subjects tend to look at the center of the image at the
beginning of the visual scanpath, and the center bias decreases
during the visual exploration [48], [49]. Faces consistently
attract attention strongly, from the very first fixation, while
text becomes dominant from the second fixation suggesting
the important role of the two semantic cues in gaze deploy-
ment [25]. At the later stages of the scanpath, other semantics,
such as taste, watchability, gazed, and operability, also become
relevant [50]–[52].

In Fig. 3(b), we bring together the cues of the OSIE data
set into several groups, and plot the total weight of the cues
in the group. We can observe that the semantics are, in
general, the most important group in deciding where to look
at, followed by low-level image features. While semantics and
low-level cues contribute comparably to the first fixation, the
importance of semantics keeps increasing as time goes, as
more top down factors come into play [53]. Center bias is

Fig. 4. Learned parameters on MIT data set. Weights of the different cues
for each of the six fixations in which we divided the visual exploration.

Fig. 5. Evaluation of LSPI with different feature sets and parameters on
OSIE data set. LSPIγ=0 is with a greedy policy, LSPINoCenter is taking the
center-bias channel out, and LSPINoSemantics is taking the semantic features
out. IO indicates the interobserver performance.

the strongest at the beginning of the scanpath, as humans start
their visual explorations from the center of the image (by both
the experimental setup and the strategic advantages to look at
the center [48], [49]), and it clearly decreases with time.

The important roles of the semantic features and center bias
are also found in the MIT data set, as illustrated in Fig. 4.
Note that the center bias has negative weights because it is
the distance to center, and it enforces fixations close to the
center.

C. Impact of the Components of LSPI

We first evaluate several baselines based on LSPI to ana-
lyze the contribution of the different components in our
model. We can observe in Fig. 5 that taking into account
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Fig. 6. Evaluation of LSPI and baseline models. The LSPI model is compared with the state-of-the-art LiuICCV [8], SGC [32], and the winner-take-all
heuristic [18] from several saliency maps, such as support vector machine (SVM) [15], [16], graph-based visual saliency (GBVS) [20], image signature
(ImSig) [23], adaptive whitening saliency (AWS) [54], saliency using natural statistics (SUN) [21], attention based on information maximization (AIM) [22],
and Itti [18]. The SVM is in solid line, because it uses the same low- and semantic-level features and center bias as LSPI. IO indicates the interobserver
performance.

Fig. 7. Qualitative evaluation of LSPI and baselines on OSIE data set. Human ground truth and predicted visual scanpaths of the LSPI and the state-of-the-art
saliency models.

the reward in the future actions does improve over a policy
learned with a greedy reward (γ = 0). Since there was a
significant uncertainty in the human eye-movement behavior,

subjects attended to salient regions in different temporal
orders. Therefore, using γ = 0.6 is shown to alleviate the
effects of the uncertainty. To show the contribution in the
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Fig. 8. Qualitative evaluation of LSPI and baselines on MIT data set. Human ground truth and predicted visual scanpaths of the LSPI and the state-of-the-art
saliency models.

performance of the different cues, we take the semantic-based
cues and the image center out from φ(s, a) (in the plot,
indicated as LSPINoSemantics and LSPINoCenter, respectively).
We can observe that the performance without including the
semantics and the center cues is significantly lower. This
finding agrees with the previous studies that emphasize the
roles of the semantic features [15], [16], [25] and the center
bias [16], [48], [49] in saliency prediction. In particular,
as can be seen, without the center-bias channel, the per-
formance is significantly decreased at the early fixations,
which coincides with our analysis of the parameter weights
in Section VII-B.

D. Comparison of Scanpath Prediction From Saliency Maps

We evaluate several baselines that generate visual scan-
paths directly from the saliency maps with the winner-take-all
heuristic, as proposed in [18] and [19]. These are GBVS [20],
ImSig [23], AWS [54], SUN [21], AIM [22], and Itti [18].
Fig. 6 shows that LSPI is able to outperform these models
on both the data sets. These results coincide with what
was observed in previous works for scanpath prediction [7],
[8], [33] that modeling the temporal information yields a

better performance than the models that discard the temporal
information using a saliency map.

We also evaluate a baseline based on linear SVM models
and winner-take-all [15], [16], which integrate the same fea-
tures as in the LSPI model, but it first computes a saliency
map, and from that it generates the sequence of eye fixations.
The SVM is trained using the features extracted from all
superpixels in the training images. Results in Fig. 6 show that
the SVM achieves a lower prediction accuracy than the LSPI.
Since the same cues are used for the LSPI and the SVM,
this experiments show that the temporal dynamics taken into
account in LSPI are useful for the visual scanpath prediction.
Note that the difference in performance between the LSPI and
the SVM is higher at the beginning of the scanpath than at the
end. This is because at the first stages of the visual exploration,
our model learns that it is more effective to use the low-level
features, and this cannot be modeled by the SVM baseline,
since it uses the same weights for all the stages.

E. Comparison With the State-of-the-Art Models

We compare our results with the state-of-the-art scanpath
prediction models LiuICCV [8] and SGC [32]. We use
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their codes to predict the sequences of six eye fixations.
Fig. 6 shows that our method outperforms the state-of-the-art
scanpath prediction models, and the learning-based LiuICCV
model yields a better performance than the feedforward SGC
model without semantic features. Our method obtains higher
performance compared with LiuICCV at the later stage of
the visual scanpath than at the beginning. This is because
in the later stages, semantic features are more useful for the
prediction, and our model uses a much richer set of semantic
features than LiuICCV. This method uses an unsupervised
learning to extract the semantic classes, while we use the
output of object detectors learn specifically to detect the
semantic classes that have been shown to be useful for saliency
prediction.

In Fig. 6, we also provide the results of the human perfor-
mance as a scanpath predictor (denoted as IO). We can observe
that there is room for improvement, since there is a significant
gap between our model and the human performance.

F. Computational Cost

The models were implemented in MATLAB 2013b, running
on a Dell Optiplex 990 with Intel i7-2600 CPU @ 3.40 GHz
and 16-GB RAM. The computational cost at the testing time
is dominated by the feature extraction (more than 1 s/image).
Evaluating the policy in LSPI consists of a dot product
between the feature vector and the set of learnt parameters,
which for all the superpixels in an image takes ∼9.8 ms.
For the methods based on generating the saliency map, the
computational cost is higher than directly predicting the eye
fixation (e.g., 251.2 ms for the SVM baseline), since extracting
the eye fixations from the saliency map requires evaluation
inhibition of return, which has a higher computational cost
than the dot products done in LSPI policy evaluation.

At training time, the computational cost of learning the
model with LSPI is significative, because it requires generating
a large amount of sequences of eye fixations. For the MIT data
set, every iteration of the algorithm takes ∼12.6 ms/image and
6.3 s in total. The sequences can be generated in parallel for
each image, and then the policy can be updated. The total
training time is of 21 min. The computational cost of learning
the SVM baseline is 3.4 s, which is much lower than the LSPI,
because it does not require to generate multiple sequences of
eye fixations.

G. Qualitative Results

Finally, in Figs. 7 and 8, we depict the examples of the
visual scanpaths predicted by the LSPI and the baselines,
including the human scanpath with the highest interobserver
similarity. As shown in the Fig. 7 and Fig. 8, fixations from
both the LSPI and SVM based methods generally land on
semantically meaningful objects, while other models tend to
focus on the regions with distinct low-level features or object
contours. Compared with the SVM and the state-of-the-art
models that fixate mostly in a focused region, the LSPI model
generates better scanpaths covering a wide range of objects,
showing the effect of the temporal-variant weights of features.

VIII. CONCLUSION

We introduced a model to predict the sequences of human
eye fixations while free viewing natural images. Our model
is learned with LSPI from recorded human eye fixations in
natural images, and allows the integration of multiple cues
by considering the different stages of visual exploration. The
experimental results show that taking the temporal dynamics
for integrating multiple cues into account results in better
visual scanpath prediction. In addition, the results obtained
by our model outperform the state-of-the-art results in the
automatic prediction of the sequences of eye fixations.
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