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Predicting Eye Fixations on Webpage With an
Ensemble of Early Features and High-Level

Representations from Deep Network
Chengyao Shen, Xun Huang, and Qi Zhao, Member, IEEE

Abstract—In recent decades, webpages are becoming an
increasingly important visual information source. Compared
with natural images, webpages are different in many ways. For
example, webpages are usually rich in semantically meaningful
visual media (text, pictures, logos, and animations), which make
the direct application of some traditional low-level saliency models
ineffective. Besides, distinct web-viewing patterns such as top-left
bias and banner blindness suggest different ways for predicting
attention deployment on a webpage. In this study, we utilize a
new scheme of low-level feature extraction pipeline and combine
it with high-level representations from deep neural networks.
The proposed model is evaluated on a newly published webpage
saliency dataset with three popular evaluation metrics. Results
show that our model outperforms other existing saliency models
by a large margin and both low- and high-level features play an
important role in predicting fixations on webpage.
Index Terms—Deep learning, visual attention, web viewing,

webpage saliency.

I. INTRODUCTION

W ITH the wide spread of Internet and the prevalence of
search engine and social network in recent decades,

webpages are becoming an increasingly important visual input
and information sources for us. According to the stats published
online (Internet Live Stats1), the number of internet users across
the world exceeded 3 billion in November 2014. The average
time user spend online is also increasing.2 This trend influences
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people’s life style and companies’ marketing strategy. Hence,
the study of how users’ attention is deployed and directed when
browsing a webpage is of great research and commercial value.
The deployment of human attention on natural images

has been extensively studied from computer vision and neu-
roscience perspectives. A commonly referred line of early
computational models that predict eye fixations on images
were built upon the hypothesis that the saliency of a region is
the extent to which it stands out from its neighbor in terms of
low-level image statistics, such as luminance, color, edge and
density [1], [2]. Those bottom-up saliency models can predict
fixations in natural images in an effective way, indicating the
importance of low-level features in driving attention. In addi-
tion, these low-level features resemble the receptive fields of
neurons in early visual path such as V1, and there is evidence
[3], [4] showing that neurons in V1 may represent a bottom-up
saliency map.
Recent studies, however, show that high-level features such

as people and text also contribute a lot to predicting fixations
[5]–[10]. Specifically, adding object detectors can dramatically
improve performance of computational saliency models [5], [6],
[11]. These high-level features can only be recognized in higher
areas such as V4 and IT. Some recent studies show that the neu-
ronal activities in V4 are closely correlated with gaze deploy-
ment [12]. Given themounting computational and physiological
evidence, it is arguable that both low-level and high-level fea-
tures play an important role in selective visual attention, though
their relative contribution is still unclear.
Compared with natural images, webpages are especially rich

in visual media, such as text, pictures, logos and animations
[13]. All of them are high-level features that can strongly at-
tract attention, which presents a challenge to existing low-level
saliency models (see Fig. 1). Besides, the distinct patterns in
people’s web-viewing behavior is also different from that on
natural images. One interesting pattern is top-left bias, that is,
to scan top-left region at the beginning of browsing [2], [14].
Another is banner blindness, which means people will naturally
avoid to fixate on banner-like advertisement [15]–[17].
In this work, we propose a saliency framework to leverage

the representational power of Deep Neural Network (DNN) on
high-level concepts and combine it with low-level visual fea-
tures to predict the eye fixation deployment on webpages. We
first extract visual features on webpages with low-level feature
maps including color contrast and orientation, and high-level
feature maps from DNN. After feature extraction, we integrate
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Fig. 1. Illustration on how webpages make early saliency models based on
low-level image statistics [1] ineffective. It can be observed that direct integra-
tion of low-level image statistics on webpage would generate a saliency map
where competition arises almost everywhere, where is quite different from the
human fixation map. Heatmaps (left) corresponds to the blurred human fixation
map (middle). Areas where users looked the most are colored red. The yellow
areas indicate fewer views, followed by the least-viewed blue areas. Gray areas
indicate no fixations.

all these feature maps using a linear SVM to generate a saliency
map that predict eye fixations on webpages. Experimental re-
sults demonstrate that our model outperforms existing saliency
models on a recently published webpage saliency dataset [18].
Our main contributions include the following.
Dataset: We collect and analyze an eye fixation dataset
(FiWI) consisting of 149 webpages in three categories.
Distinctive human-viewing patterns on webpages are
confirmed.
Model: The focus of the work is saliency on webpages,
and we develop a saliency model that integrates early fea-
tures and high-level representations from deep network. In
comparison, previous works previous works base purely
on low-level features [19], purely on high-level features
from DNN [9], or a combination of low-level features and
hand-crafted detectors [5]. Webpages are usually rich in
visual media such as text, pictures, logos and animation,
which could induce noisy responses with early features.
We apply thresholded center-surround filter on early fea-
tures to inhibit these noise. We also introduce PCA as a
redundancy reduction on high-level representations from
DNN and prove that this operation improves the perfor-
mance. Evaluated on three standard metrics on all the im-
ages in the FiWI dataset as well as images from each cate-
gory separately, it is demonstrated that proposed model our
performance all the other 11 saliency models.

II. RELATED WORKS

A. Saliency Models on Natural Images
Previous research on saliency mainly focus on predicting

saliency on natural images. Some early models are based on
the assumption that the conspicuity of a region or object is
encoded in low-level features [20]. These models mainly used
hand-crafted features such as multi-scale luminance contrast,
color contrast and edge orientations [1], [21]–[23]. In addition,
there are some models that used machine learning methods

to learn the features that predict saliency. For these models,
independent component analysis (ICA) and sparse coding are
commonly used. For example, SUN [24], ICL [25] and AIM
[26] used features learned from ICA with links to information
theory. Borji and Itti [27] built their model on features learned
with sparse coding. These learned representations are also
low-level features that resemble the Gabor filter.
Although the use of low-level features in predicting fixations

has been extensively studied, the role of high-level features is
far from fully explored.Most works that incorporated high-level
features relied on object detectors [5], [6], [28]. However, these
approaches do not scale well due to the numerous object cate-
gories in the real world. It is almost infeasible to add an object
detector for each category of objects that may attract attention.
Recent advances of DeepNeural Network (DNN) provide a pos-
sibility to incorporate high-level features for eye fixation predic-
tion in a scalable and biologically plausible way. DNN can au-
tomatically learn high-level features from large-scale data and
have achieved the state-of-the-art performance on a number of
image recognition benchmarks [29], [30]. The features encoded
in high layers of DNN were found to be highly similar with the
responsive stimuli of neurons in V4 and IT [12].
A few recent models therefore employed DNNs to predict

saliency. Shen and Zhao [9], [10] utilized a multi-layer sparse
coding network to learn hierarchy of features and to predict
saliency based on these features. Vig et al. [31] generated a
large number of hierarchical neuromorphic networks and select
features from a few networks that, when combined, gave the
best predicting performance. These models are based purely on
high-level features from the highest layer of DNN and they per-
formwell on natural images, which suggest the strong capability
of high-level DNN features in saliency prediction. Whether fea-
tures fromDNNwill be effective in predicting fixations on web-
page remains unclear.

B. Web-Viewing Behaviors
Rendered and displayed in a browser, webpages can be seen

as a special type of images [2] that contain various visual media
contents such as images, audios, text. Yet due to their specific
functions of conveying information, certain designing layout,
and the abundance of salient stimuli, people’s web-viewing be-
havior is different from that on natural images, which might
make saliency models on natural images ineffective. Empirical
studies [32] of eye movements on webpages have also revealed
several distinct patterns of web-viewing that also shed light on
developing a computational model for webpage saliency.
Top-Left Bias: The most distinctive features of web-viewing

behavior is the ‘F-shaped pattern’ of eye movement distribu-
tion on webpages [14]. This bias may result from certain design
guidelines on webpage layout and the general reading habit of
people. Users who have prior browsing experience of webpages
would have a general expectation of important information on
the top left regions of the webpage. The right bottom regions of
webpages rarely attract visual attention during the first second
of page viewing [2]. In addition, sheer volume of text on web-
page might also result in this ‘F-shaped pattern’. Recent studies
showed that when viewingwebpages, people tend to skim text to
obtain the large amount of information [33]. Specially, people
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usually spend more time reading earlier paragraphs in a page,
and the beginning sentences within a paragraph receive more
attention.
Banner-Blindness: Another important pattern of web-

viewing is ‘ad-avoidance’ or usually called ‘banner-blind-
ness’ [34]. Studies show that, during web-viewing, Internet
users tend to consciously or subconsciously avoid looking at
banner-like information abundant in salient features which
is likely advertisement [15]–[17]. This phenomenon may be
triggered by perceived goal impediment, perceived ad clutter
during web-viewing and is likely to be caused by prior negative
experience [15]. A recent study using eye tracking also revealed
that most users would fixate at the banners at least once during
their website visit but they usually take actions to reduce their
exposure to the ads.

C. Attention Models on Webpages

In recent years, there are several conceptual models and com-
putational models that drop into the user viewing behaviors on
different webpages.
1) Conceptual Models: Faraday’s visual scanning model

[32] represents the first framework that gave a systematic eval-
uation of visual attention on webpages. This model identified
six “salient visual elements”(SAE) in a hierarchy (motion, size,
image, color, text-style, and position) that direct our attention
in webpages and provided a description of how these elements
are scanned by a user. A later research by Grier et al. [16]
showed that Faraday’s model is over-simplified for complex
web-viewing behaviors (e.g., the salience order of SAE se-
lected by the model might be inaccurate). Based on Faraday’s
model, Grier et al. described three heuristics (“top left corner
of the main content area is dominant”, “overly salient items
do not contain information”, “information of similar type will
be grouped together”) from their observation and they further
proposed a three stage EHS (Expected Location, Heuristic
Search, Systematic Search) theory that explains the viewing
behavior on webpages. These conceptual models give us a
good foundation on developing a computational algorithm to
predict webpage saliency.
2) Computational Models Based on Non-Image Feature: The

model from Buscher et al. [2] that utilized HTML-induced doc-
ument object model (DOM) is among the most prominent. In
[2], the authors first collected data when users were engaged in
information foraging and page recognition tasks on 361 web-
pages from 4 categories (cars, diabetes, kite surfing, wind en-
ergy). They then performed a linear regression on features ex-
tracted from DOM and generated a model for predicting visual
attention on webpages using decision trees. Their linear regres-
sion showed that size of the DOM is the most decisive factor and
their decision tree get a precision of 75% and a recall of 53% in
predicting the eye fixations on webpages. From their data, they
also observed that the first few fixations (i.e., during the first
second of each page view) are consistent in both tasks. Other
models in this category either focus on a specific type of web-
pages [35] that does not generalize well, or based themselves
on text semantics [36] thus quite different from the goal in this
work.

3) Computational Models Based on Image Features: Our
model falls in this category and there are few works that have
been done. One early attempt utilizing image features to pre-
dict saliency on webpage is from Still and Masciocchi [13]. The
referred work, however, simply applied the classic Itti-Koch
model [1] to predict the web-viewing entry points. In our early
work [18], we proposed a preliminary model that combined
multi-scale low-level feature responses, face detector and po-
sitional bias and got the state-of-the-art results on their newly-
built Fixations on Webpage Image (FiWI) dataset. Compared
with that model, we replace specific object detector with fea-
tures from DNN that could encode general higher-level con-
cepts and get even better results on FiWI dataset.

D. Fixations on Webpage Image Dataset
In this section, we describe the Fixations on Webpage Image

(FiWI) Dataset which is used to validate saliency models in pre-
dicting webpage saliency.

E. Stimuli
A total of 149 screenshots of webpages rendered in Chrome

browser in full screenmode were collected from various sources
on the Internet in the resolution of 1360 by 768 pixels. These
webpages were categorized as pictorial, textual and mixed ac-
cording to the different composition of text and pictures. There
are 50 pictorial images, 50 textual images and 49 mixed images
in the dataset. Examples of webpage in each category are shown
in Fig. 2 and the following criteria were used during the collec-
tion of webpage image samples.
• Pictorial: Webpages occupied by one dominant picture or
several large thumbnail pictures and usually with less text.
Examples in this category include photo sharing websites
and company websites that put their products in the home-
pages.

• Textual: Webpages containing informative text with high
density Examples include Wikipedia, news websites, and
academic journal websites.

• Mixed:Webpages with amix of thumbnail pictures and text
in middle density. Examples are online shopping websites
and social network sites.

The collected samples consisted of webpages from various
domains. This was done to suppress the subjects’ prior famil-
iarity of the layout of the webpage as well as to prevent the sub-
jects from developing familiarity during the experiment, so as
to reduce personal bias or top-down factors.

F. Eye Tracking Data Collection
1) Subjects: A total of 11 students (4 males and 7 females) in

the age range of 21 to 25 participated in data collection. All par-
ticipants had normal vision or corrective visual apparatus during
the experiment and all of them were experienced Internet users.
2) Apparatus and Eye Tracking: Subjects were seated in a

dark room with their head positioned on a chin and forehead
rest, 60 cm from the computer screen. The resolution of the
screen was pixels. Stimuli were placed across the
entire screen and were presented using MATLAB (MathWorks,
Natick, Massachusetts, USA) with the Psychtoolbox 3 [37]. Eye
movement data were monocularly recorded using a noninvasive
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Fig. 2. Examples of webpage images in FiWI dataset. Left: pictorial webpages that are occupied by one dominant picture or several large thumbnail pictures.
Middle: textual webpages containing informative text with high density. Right: webpages with a mix of thumbnail pictures and text in middle density.

Fig. 3. Fixation heat maps of the first, second, and third fixations over all the
webpage images (first column) and the position distributions of the first, second,
and third fixations on three example images from the dataset. (a) First fixation.
(b) Second fixation. (c) Third fixation.

Eyelink 1000 system with a sampling rate of 1000 Hz. Calibra-
tion was done using the 9-point grid method.
3) Procedure: For each trial, an image was presented

in random order for 5 seconds. Subjects were instructed to
free-view the webpages and were informed that they had
5 seconds for each webpage. Each trial will follow by a drift
correction where the subject would have to fixate at the center
and initiate the next trial via a keyboard press.

G. Dataset Analysis
We analyze the eye fixation data collected from 11 subjects by

visualizing their fixation heat maps. The fixation heat map was
generated by convolving a 2D Gaussian filter on fixation points
gathered from all the images in the dataset or in one particular
category. In this work, a gaussian filter with a standard deviation
of 25 pixels is used to smooth the fixation point and to generate a
map. This size approximates the size of foveal region in human
eye (1 visual degree approximates 50 pixels in our experimental
setup).

Fig. 4. Fixation heat maps on three categories of webpages during different
time periods. (a) Accumulated fixation heat maps of fixations on three categories
from the first second to the first five seconds. (b) Fixation heat maps on three
categories with a second-by-second visualization.

Fig. 3 visualizes the distributions of the first three fixations
on all the webpages and on three individual webpages. Fig. 4 il-
lustrates category-wise fixation heat maps in first five seconds.
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Fig. 5. Structure and the pipeline of our model that combines multi-scale low-level feature maps and representations from DNN to generate a saliency map.

From the figures we made the following observations: From the
figures we made the following observations.
• Positional Bias: The positional bias on top-left region is
evident in the visualization. From Fig. 3, we observe that
most of the first, second and third fixations fall in this re-
gion. More specifically, the first fixations tend to locate in
the center position that is slightly toward top-left corner
and the second and third fixations usually fall on the tra-
jectory from center to top-left corner. From Fig. 4, we can
further observe that this top-left bias is common in all the
three categories at first three seconds. These findings are
in line with the F-shaped pattern described in [2], [14], and
[16].

• Object and Text Preference: By looking into the eye fix-
ation distributions on each individual webpage, we found
that the first several fixations usually fall on large texts,
logos, faces and objects that near the center or the top-left
regions (Fig. 3, 2rd to 4th columns).

• Category Difference: From Fig. 4, we observe that, in all
categories, fixations tend to cluster at the center and top-left
region in the first two seconds and start to diversify after the
3rd second. Webpages from the ‘Textual’ category display
a preference of the middle left and bottom left regions in
4th and 5th second while the fixations on the other two cat-
egories are more evenly distributed across all the locations.

III. THE SALIENCY MODEL

The classical Itti-Koch saliency model [1], [38] computes
multi-scale intensity, color, and orientation conspicuity maps
from an image using multi-scale center-surround filters and
Gabor filters and then combine these conspicuity maps into
one saliency map after normalization. In our model, we further
improve this low-level representations to a more compact and
segregated one in DKL color space. In addition, we extract
high-level features from a Deep Neural Network. We then
combine low- and high-level features using a linear SVM

trained on FiWI dataset. The structure of the model is shown in
Fig. 5 and we describe it in detail below.

A. DKL Color Space and Low-Level Feature Extraction

In our implementation, we extract intensity, color
and orientation features in different scales on the Der-
rington-Krauskopf-Lennie (DKL) color space [39] of a web-
page image. The DKL color space is defined physiologically
using the relative excitations of the three types of retinal cones
(L, M, S, named after their sensitivity on light at long, medium
and short wavelengths). The three channels of DKL color
space, which are denoted as luminance (Lu, L+M), red and
green opponency (RG, L-M) and yellow and blue opponency
(BY, L+M-S), are orthogonal to each other [40].
For the computation of low-level feature maps, we convert

the input image from RGB space to DKL space and rescale it
to a six-level image pyramid. The scaling factor of neighboring
levels in the parameter is 0.5. We then apply center-surround
filters and Gabor filters with orientations of 0 , 45 , 90 , 135
on this image pyramid as below

(1)

where denotes the center-surround filters or Gabor filters,
denotes each channel on scale of the image pyramid, and
denotes the resulting feature response maps.
In this way, a total number of 42 multi-scale low-level feature

maps are yielded on the 7 channels in 6 scales (The DKL color
space generates 3 center-surround channels. 4 Gabor filters ap-
plied on the intensity maps result in 4 orientation channels).

B. Thresholded Center-Surround Filter

For the feature maps generated by center-surround and Gabor
filters mentioned above, we observe that there exists edge arti-
facts which is false alarms around the boundary of an object.
The edge artifacts are mainly caused by one single layer of
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Fig. 6. Performance of different saliency models on the FiWI dataset under different similarity metrics and blurring width. Low indicates the model. High indicates
the model purely based on high-level features.

center-surround or Gabor filters, especially for those of low spa-
tial frequency (as illustrated in Fig. 5) In our model, in order
to eliminate such edge artifacts, we further process the contrast
and orientation representations by adding one more thresholded
center-surround filter

(2)

Here is a center surround filter whose size is two times larger
than that described in and is the final conspicuity map
to be integrated into a saliency map. After this operation, these
false alarms would be largely inhibited and the responses on
feature maps would be more concentrated on the center of the
cluster (as illustrated in Fig. 5).

C. Representations From DNN
Webpages usually contain rich high-level features (e.g., faces,

texts) that strongly attract attention. In this work, we replace
specific object detectors with features from a DNN that could
represent general high-level concepts. Since the current size of
eye fixation datasets is too small to train a high-capacity DNN,
we use features fromAlexNet [30] trained on the large-scale Im-
ageNet dataset [41], which has shown excellent generalization
ability in many other visual tasks [42], [43]. To utilize AlexNet
in our specific task, we did two modifications, as follows.
1) We remove all fully-connected layers in the original net-

work. With fully-connected layers, the network receives
fix-sized input image and produce a one-dimensional fea-
ture vector. Removing them allows the network to receive
arbitrary-sized images and produce spatially dense fea-
ture maps of corresponding sizes once at a time. This is
equivalent to applying the network in a sliding-window
fashion, but is much more efficient than a naive sliding
window since computation is shared in overlapping re-
gions during convolution. The 256 top-layer feature maps
from the AlexNet [30] are used in the next stage.

2) We apply Principle Component Analysis (PCA) to the 256
top-layer DNN features in order to reduce the dimension-
ality of high-level features since we observe high corre-
lation between the 256 DNN features. The large number
of correlated high-level features may overshadow other
low-level features during SVM training. In addition, con-
sidering our limited sample size, high dimensionality of

TABLE I
PERFORMANCE OF DIFFERENT MODELS ON THE WHOLE

FIWI DATASET WITH OPTIMAL BLURRING

features may lead to overfitting. We retain 80% of variance
after PCA, resulting in 61 uncorrelated high-level features.
The 61 high-level features are then concatenated with 42
low-level features, to yield a final feature vector of length
103 for each pixel.

D. Feature Integration
For saliencymap generation, Support VectorMachine (SVM)

is used to learn the weights to integrate feature maps into a
saliency map. The response vectors extracted from training set
are used as training samples for SVM, each labeled as positive
(salient) or negative (non-salient). The hyperplane learned by a
linear SVM is represented by weights and bias of the hy-
perplane, and all the feature maps are combined into one
saliency map as

(3)

where is a Gaussian mask to smooth the saliency map. We
apply rectified linear operation after integration to inhibit the
noise generated in non-salient regions.

IV. EXPERIMENTS AND RESULTS
This section reports experimental results to validate the per-

formance of our model on webpage saliency. We first train a
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Fig. 7. Qualitative comparisons of the proposed models and other saliency models on the FiWI dataset.

SVM model to integrate both low- and high-level features. We
then compare the proposed model with other saliency detection
algorithms on the whole webpage saliency dataset as well as im-
ages in each category. We then discuss and analyze our results.

A. Training and Validation on Webpage Saliency Dataset

We trained and validated our model on the Fixations in Web-
page Images (FiWI) dataset [18]. The FiWI dataset contains 149
webpage screenshots (1360 by 768 pixels) with eye movement
data from 11 observers during free-viewing. 10-fold cross vali-
dation over the dataset was carried out. In each trial, we trained
a SVM with 134 images (135 in the last time). We collected
positive samples and negative samples from the training images
in the dataset. For each image, we randomly extracted 10 posi-
tively labeled feature vectors from top 20% salient regions and
10 negatively labeled feature vectors from bottom 50% salient
regions to yield a training set of 2680 training samples. We then
generated saliency maps for remaining images with the learned
parameters.

B. Saliency Evaluation Metrics

The saliency evaluation metrics we use include shuffled Area
Under Curve (sAUC), linear Correlation Coefficient (CC) and
Normalized Scanpath Saliency (NSS) whose codes and descrip-
tions are all available online [11], [44].
AUC is the most widely used score for saliency model eval-

uation. In the computation of AUC, the estimated saliency map
is used as a binary classifier to separate the positive samples
(human fixations) from the negatives (random points). By
varying the threshold on the saliency map, a Receiver Operating
Characteristics (ROC) curve can then be plotted as the true
positive rate vs. false negative rate. AUC is then calculated as
the area under this curve. For the AUC score, 1 means perfect
prediction while 0.5 indicates chance level. However, AUC can
easily be influenced by center-bias, which makes a fair model
comparison difficult. sAUC (shuffled AUC) is the same as AUC

except using fixations of other images in the same dataset as
negatives and can eliminate the effect of center-bias.
CC measures the linear correlations between the estimated

saliency map and the ground truth fixation map. The closer CC
to 1, the better the performance of the saliency algorithm.
NSS measures the average of the response values at fixation

locations along the scanpath in the normalized saliency map.
The larger the NSS score, the more corresponding between pre-
dictions and ground truths.
All these metrics have their advantages and limitations and a

model that performs well should have relatively high score in
all these metrics.

C. Performance
Tomeasure the performance of ourmodel, we compare it with

other nine state-of-the-art saliency models, including Judd [5],
AWS [23], QDCT [49], RARE [48], AIM [26], GBVS [50],
SUN [24], Image Signature [45], Itti [1], eDN [31], andMrCNN
[46]. For Judd’s Model [5], we retrain it on the webpage dataset
using the exactly same training paradigm as our model to ensure
a fair comparison. For MrCNN [46], we request the maps from
the authors. For other models we use the default parameters pro-
vided by the authors. In addition, we train two sub-models using
the same settings except that the sub-models only use a subset of
features. The Low model only uses 42 low-level features based
on color contrast and orientation. The High model only uses
61 high-level features from DNN. Since blurring can also sig-
nificantly affect model performance, we smoothed the saliency
maps of each model using a Gaussian kernel with different stan-
dard deviation from 0 to 2 Degree of Visual Angle (DVA). One
DVA corresponds to approximately 20 image pixels. The effect
of blurring on performance is illustrated in Fig. 6. We also list
the final evaluation scores, which are obtained as the highest
scores with optimal blurring, in Table I. Results show that all
our three models outperform other saliency models under all the
three evaluation metrics. The High model performs better than
the Low model, possibly due to the rich semantic contents con-
tained in webpages. Our final model, combining both low-level
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TABLE II
PERFORMANCE OF DIFFERENT MODELS ON EACH IMAGE CATEGORY WITH OPTIMAL BLURRING

Fig. 8. Average of human fixation maps and saliency maps from our model and
Itti’s classical model [1] across the whole FiWI dataset. It can be observed that
the our model displays top-left bias in average map.

and high-level features, performs the best among all compared
models, suggesting the importance of both low- and high-level
features. Fig. 6. demonstrates that our final model consistently
achieve the best performance under almost all blurring factors.
Although Judd’s model uses the same supervised training pro-
cedure, it performs much less well, indicating the superiority of
our multi-level features in terms of predicting fixations on web-
page. Among other saliency models, SUN model [24] performs
the best over all metrics. In Fig. 7 we show some typical images
and their corresponding fixation maps and saliency maps gener-
ated by different algorithms. Our model can accurately predict
human fixations and is more selective than compared models.
In Table II we compare model performance in each image

category. It can be seen that all our models perform better over
pictorial webpages than textual webpages. Further, we found
that SUN, eDN, RARE and QDCT perform better over pic-
torial webpages while Judd, SigSal, AIM, AWS performs better
over textual webpages. MrCNN performs very well on picto-
rial webpages while its performance on textual webpages is not
very good. For GBVS and ITTI, the overall performance over
the two categories is similar.

D. Results Analysis

We then analyzed our results to see whether there exists top-
left bias and banner blindness in our saliency maps.
Top-Left Bias: To investigate into the top-left bias existing

in the predicted saliency maps, we compute the average of all
the saliency maps across the whole FiWI dataset. The scores
of using average human fixation to predict webpage saliency
across the whole dataset are sAUC: 0.4994, NSS: 0.9220, and
CC:0.4578. We also compute the average map for human eye
fixation and the results of Itti’s model across the dataset. In
Fig. 8, these three average maps are normalized and illustrated.
It can be seen that the average map of our algorithm does display

TABLE III
PERFORMANCE UNDER DIFFERENT AMOUNT OF VARIANCE RETAINED

TABLE IV
PERFORMANCE UNDER DIFFERENT EARLIER LAYERS INCOPERATED

TABLE V
PERFORMANCE OF DIFFERENT MODELS ON THE MIT1003 DATASET

some extent of top-left bias. A further calculation of correlation
between average maps of human fixation and our model yield
a correlation score of 0.82, while the correlation score between
average maps of human fixation and Itti’s model is 0.69, which
fits the qualitative illustration well.
Banner Blindness: To study whether there is banner blindness

in our model, we selected webpage images that contain large
banners and visualize their fixation maps and saliency maps.
From Fig. 9, it can be seen that the responses of our saliency
maps have no or small responses in banner regions, while the
saliency maps of Itti’s model usually have large responses on
this region. This qualitative difference may result from two rea-
sons: 1) The concept of banner is implicitly represented in our
features; 2) with supervised training on webpage eye tracking
dataset, our model learns a small or negative weights for fea-
tures representing the banner.



2092 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 17, NO. 11, NOVEMBER 2015

TABLE VI
RUNNING TIME FOR ALL THE MODELS

Fig. 9. Banner-like patterns from selected images in FiWI dataset and banner
blindness on human fixation map, our saliency map, and Itti’s saliency map [1].
Banner regions are highlighted in a red bounding box and it can be observed
that our saliency maps have no or small responses in banner regions.

E. Model Structure Analysis
We further analyze the influence of model structure on the

final performance. the optimal parameter is obtained by training
models with different amount of variance kept and comparing
the scores of each candidate model (as illustrated in Table III). It
can be seen that 80% of variance achieve the best performance.
Besides, we also incorporate different amounts of earlier

layers and the results are illustrated in Table IV. It can be
seen that the use of final convoution layer from AlexNet for
high-level feature extraction is the most optimal one. For a fair
comparison, all the candidate models here are trained without
PCA.

F. Performance on Traditional Fixation Dataset
To investigate whether our model still work well on tradi-

tional dataset, we compare the performance of our models and
all the other state-of-the-art models on the MIT1003 dataset.
The result is presented in Table V. It can be seen that our model
is still competitive over other models on traditional eye fixation
dataset.

G. Running Time Analysis
Finally, we then analyze the running time for each model

compared and present them in Table VI. Their running time
are got mainly by running their code on our machine except
that the statistics of MrCNN is extracted from their paper
(Section III-C of [46]).

V. CONCLUSION
Despite the large amount of existing saliency models that

predict where humans look at in natural images, there are few
studies on saliency in webpages. Considering the important role
webpages play in our daily life and the significantly different
human viewing patterns between webpages and natural images,
a model that can accurately predict saliency in webpages is of
high commercial and research value. In this work, we integrate
multi-level representations to predict saliency on webpage. Tra-
ditional low-level features (color, intensity and orientations), as

well as high-level features from deep neural networks, are in-
tegrated using a linear SVM to construct the saliency map. Ex-
periments show that our model outperforms existing saliency
models by a large margin in predicting webpage saliency.
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