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arrange office hours hefty
What's it about Math5251

Codingtheory
Math5248
Cryptology number Noiseless Noisy

coding codingtheory
codewords

MIggphy
Cryptanalysis

choosing choosing
codewords
efficiently with

making breaking toachieve redundancy
codes

compression to allow
error detectionforsecrecy for limited
and orbandwith

Menorcorrectionavoiding
noise

dueto noise



EXAMPLE of noiseless coding

Morse code

Notehow letter

frequencies after

code word length

e g E
T

versus

Q o

Z no

We'll see how to optimally design it with

the 3 symbols o
space introducing

the concept of entropy
and Huffman coding 3.4



EXAMPLES of noisy coding
InternationalRadio

1 Phonetic alphabet
e g C CHARLIE

P PAPA
T TANGO a Lotshort

achieves error correction withredundancy
inefficiently

2 Book ISBN 10 numbers

e g Garrett's book
is

ISBN 10 O 1 3 1 0 7 9 6 78

i
121 EL

always divisibleby11
I 0 mod11

Detects some errors but doesn't correct



3 OR codes achieve both

some error detection and
correction

They use Reed Solomoncodes 17.3
see WSJ article byEugeniaCheng



4 R Ehrenberg'sparlor trick
Decoding theHamming code see link on syllabus

uses the binaryHamming 7,4 I code from 12.4

Onthe math abstraction level

LikeMath 5248

earlypart noiselesscoding only
uses

elementary counting probability

calculus not so hard

later part noisycoding
uses

modular arithmetic particularly7421
for p prime

as finitefields
constructs all finitefields using
polynomialswith Hpk coefficients
Does linearalgebra matrices over

finite fields A bit harder than
5248

I occasionallyaskforproofs on HW exams but
all easier than ones from lecture orbook



3.1 Noiseless coding

start with a finite alphabetofsymbols Ii

e g I 0 space in Morse code

I A B C Y Z inEnglish

I on for computerapplications

bingphabet

and can formthe collection ofallwords

in the alphabet I

e g I o n

has II lo n
O O 1 00 01 10,11 000 001

theemptyword



Given a finite set W of source words or letters

a map f W It is called a

coding or encoding of W usingalphabet E

The imageof f is a subset C called the

set of code words

EXAMPLES
f
spelling

n W fspokenEnglish A B C Y Z
words

2

and image f

writtenEnglishwords

f
Morsecode

2

We A BG Z0,1 93 lo space



Messages come from

WH sequences wa wa un of
source words wit W

and amessage is encodedbyconcatenating

the images under f of
each word wi

Wt Is I

flung own flu flag fan

EXAMPLE The map W A BC D E with2 1011,2

givenby ft III If
I O 1 20 21 22

wouldencodethe sourcemessage
I'É É É II

by f f
0202221 22021



DEF N

Saythe code f is uniquely decipherable

if no two distinctmessages wi own

wi wi

getencoded by the same image under f

that is W It is an

injective function

Requires W f E injective but

that's not enough

EXAMPLE
Morsecode with a finalspace atthe endof

eachword is uniquelydecipherable

but without thefinalspace it wouldnot
be

e g F
M
O

ft TomTom f MMMM f TOTTOTTOT

12 dashes in a row



Here's one way to avoidthe problem

DEF N

Say f W It is a prefix or instantaneous

code if no two code words we w have

f w a prefix of f wi of the otherinitialsegment
e g flu CARD

flu CARDIO

EXAMPLES
n Morsecodewithspace atend is prefix
dedicating a new letter to mark a space between
words always achievesthis

2 Anycodewith flu allofsame length
and f W I injective is prefix



3 The code A O is prefix
B s n

C s 20

D s 21

E s 22

PROPOSITION
Prefix codes are always uniquely

decipherable

instantaneously that is without
lookahead

formemory
requirements

EXAMPLE Decode decipher

020222122021 with f as above

0 20221211221021
A C E DEAD

afleft



NON EXAMPLE

If WE A B C

II offI
then it is uniquely

tf decipherable

but not prefix

one way to decipher
is aftergiven the

whole message one can work backward

fromthe end to decipher it

e g 0000 1 7 1 01 00 7

004014101 0 01 Notinstantaneous
A AA B C B A Bark fromnight

We'll insist on uniquely decipherable codes in
this course It will turn out there is no reason
to sacrifice it unless storage is an issue

see lossless vs lossy compression inWikipedia


