
 

Math 5251 Probability Someof51.4 1 5

We want to talk about the average length of

code words when we imagethe
source words

W wa wa y win

beingemitted randomly
with certain

probabilities Ipapas pm

from a memory less
source meaning the

previous
words don'taffect the probability pi

that the next word
is wi

Not a reasonablemodel for
mostmessages

locally but not so unreasonable for long

messages from a source withknown

word frequencies



EXAMPLE For one of our earlier encodings

W A BC D t with 1011,2

HIIIII
0 1,2021,223 9

if we assume some words appearwiththese

probabilities PCA 2k
PCB PCC P D PIE Ye
Wz Wz WY V5 P2P3PaP

then what is the average length of a

codeword

DEF'N average
codeword pillar t pullum
length

I I f t t t 2 1 2 122
To In To Ti Iz

It It 1.375



This is an example of the expected value of
a random variable on a probability space

DEF N A finiteprobabilityspace is a

finiteset 1 1 on us mm likeWlw non

with probabilities P Wi pi assigned toeachwi

the
probabilitythatsanffom I produces wi ispi

such that Pie Con

putPat pm l

DEF N A random variable X on R is

a function X R R
Wi Xlvi

and its expectedvalue

EX Ii pi Xia



EXAMPLES

a AW ii Bit É
with Pa Pa B Pu Ps

I I s s s

is a probability space and we have

a random variable X I IR
codeword wits l flu
length

where f A to

B e n

C I 20
D is 21
E 22

whose expected value

EX Menten II pillfia
I it I at 2 21.2 1.2

I 1.375 frombefore



2 What is the expected value for the roll

of one fair 6sideddie Totaloftwo fair dice

77
I Y 2133,4 outcomes for one die

Pai f ti c
called the
uniform probability
space on RX

when plait Iii
IR XCiti
EX f l f at t 6

I 142 3 4546 61.21 21 3.5

It did
a D 112 46
C 142 2,61

P Cig

g Il6,1 66,2 16,6
X theuniform

probabilityspaga
XG.jkitj tootftnedi.ee

EX 1 2 641 2 t t 6 6 6

36 2 353 363.4 361 5 38 6 567 3561 7

38 12 3211 336 10 3 9 38.8



Entropy of a samplespace 52 2

In 1998 ClaudeShannon triedto quantify
howmuch information we acquirewhenwe are

told the outcome wi of a samplingfrom a

probability space D a a ni com

having probabilities pro pm so Plait pi
Wewilleventuallycallthis the Shannonentropy

H 2 H pn pas pm of R

The idea is to firstdefinenormalize

bysaying the self
information I wi for an

outcome heads tails of a fair coinflip
D heads tails

al U2

Pheads s P tails s

p Pa

is Ill reads I tails a bit



Then if one did 2 on flips eachoutcome

would have P wi I I P headsheads
P headstails

and should havetwicethe self information
that is I wi 2 bits

Similarly k coin flips have outcomes wi with

all plait
IÉÉ Er

and should have I ai k bits

log E log pi
This motivatesthe choice that

DEF N An onto me wi n I havingPr wi pi
has self information I wi logspi
and the Shannon entropy informationfor R is

theexpectedvalue EI ofthe self information

H s H PaPa Pm

p log pi pmlog 1pm

I pi log Ipi in bits
i



EXAMPLES
n D LA B C D E with

Pa Pa Ps Pa Ps

L's s s s's
has H 2 Iz r f 3 81 3 1.3

3

It 1 3 2

2 D us sum with uniform
distribution

pi pm tn t

has Ilwi logalt logan
fi

and Hfs H I tn I login t login

logan
e g

HEI H It H I I 4
log 2 log 3 bits log 4
I bit 2 bits

Q Why is HR always nonnegative



Howwelldoes H s capturethenotionofthe

information conveyedbyknowingthe
outcomeal

from a sampling of R A supportingresult

THEOREMREIN Any functionHIP Pm

definedforallsequences pro ppm withpie loin

II Pit
having these properties
i His continuous as a functionofthe Pi

ii Hft t HI he forall n 1,3

Ciii H pro Pr qr 8s

ftp tn f qt tgs
Hepq pHE E qH

must be oftheform Lonvention
it proH Pa Pm FIpi log pi
Photo

for some choice of base b 1

VOTE
Thispins H 2 downupto a multiple log p loggy

Shannon picked b 2


