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Abstract

We study standing layers in systems where a reaction-diffusion equation couples to a
scalar conservation law. Our results give spectral stability and instability results depending
only on relative monotonicity of the two components of the system. We also prove the
robustness of layers and their stability properties. Our results classify stability properties
of layers in most such systems. Our method is based on tracking the point spectrum during
a homotopy to a simple, decoupled system. Main difficulty is the possibility of eigenvalues
disappearing in a branch point of the essential spectrum. This phenomenon is investigated
using a Lyapunov-Schmidt reduction method on exponentially weighted spaces combined
with a matching procedure for the far-field.1

1 Introduction

In this paper we study the stability of heteroclinic steady states (layers) in systems where a
scalar conservation law is coupled to a scalar reaction–diffusion equation. More precisely, we
consider {

ut = [a(u)ux − b(u)vx]x,
vt = vxx + δu+ g(v),

(1.1)

on the real line x ∈ R. Here a, b, g ∈ C3(R), δ ∈ R. Moreover, a is uniformly elliptic, that is,
a(u) ≥ a0 > 0 for all u ∈ R. Note that this system conserves mass

∫
u with suitable decay

conditions at x = ±∞.

Such systems arise in a number of physical, biological, and chemical applications; [1, 3, 4, 10, 11,
15, 16, 27]. A fairly simple model arises in the theory of chemical conversion equations C ←→ E

in a closed reactor. Assuming a conversion rate f(c, e) = δc+g(e) for the concentrations c = [C]
and e = [E], with linear decay of C and nonlinear (autocatalytic) production of E, we find a
system {

ct = cxx − δc− g(e),
et = dexx + δc+ g(e).

(1.2)

Here, the diffusion rate of the species C has been normalized to one and d is the diffusion rate
of the chemical species E. Making the change of variables u = c + e, v = e, and rescaling x,
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one can rewrite (1.2) in the form (1.1) with constant a(u) = 1 and b(u) = 1 − d. Systems of
this type arise frequently in biology, chemistry, and combustion; see [3, 10, 16, 14] for some
examples.

More directly, systems of the form (1.1) appear in the theory of thermodynamic phase transi-
tions, such as the phase-field system{

τϕt = dϕϕxx + 1
2(ϕ− ϕ3) + 2w,

wt + 1
2`ϕt = dwwxx.

(1.3)

Here w denotes the temperature, ϕ is an order parameter which is defined such that ϕ = −1
corresponds to the solid phase and ϕ = 1 corresponds to the liquid phase. In addition, dw
characterizes heat flux, the constant dϕ accounts for interfacial energy, and ` is the latent heat;
see for instance [1, 4] and references therein. One readily converts (1.3) into the form (1.1)
by first rescaling t, x so that τ = dϕ = 1, and then employing the linear change of variables
u = w + `

2ϕ and v = ϕ, which gives a(u) = dw, b(u) = − `
2dw, and g(v) = 1

2(v − v2)− `v.

More general forms of the functions a and b appear in models for chemotactic phenomena. We
let u measure the concentration of a cell population, and v the concentration of a chemical
produced by the bacteria. Following [12], the system{

ut =
[(
q(u)− uq′(u)

)
ux − χuq(u)vx

]
x
,

vt = vxx + δu− βv.
(1.4)

describes chemotactic behavior with chemotactic sensitivity χ and a density-dependent proba-
bility factor q(·) that measures the probability of a cell to find space at a neighboring location.
The parameter δ and β measure linear rates of production and decay for the chemical.

From a point of view of pattern formation, systems of the form (1.1) are richer than scalar
reaction-diffusion equations, but much simpler than systems of, say, two reaction-diffusion
equations. Roughly speaking, precisely the monotone solutions are stable in scalar reaction-
diffusion equations [7], while systems allow for a variety of stable spatia-temporal oscillations.
In previous work [22, 23], we showed that spikes are always unstable in systems of the form
(1.1), similar to the scalar reaction-diffusion setting. On the other hand, spatially periodic
patterns can be stable in systems of the form (1.1) when considered with periodic boundary
conditions [5, 18, 19], although they are always unstable in scalar equations.

Our present paper is concerned with the stability of layer solutions to (1.1). We will see
below that in our case the existence problem is essentially equivalent to the scalar case after
integrating the u-equation. As a consequence, (1.1) exhibits the same types of patterns as scalar
equations, in particular it may possess heteroclinic solutions. Stability properties are somewhat
more subtle: while layers are always stable in scalar reaction-diffusion equations, we will see
that layers can destabilize in a drift-bifurcation similar to the one observed in reaction-diffusion
systems; see [2, 8, 13, 25].

In order to prepare for the statements of our main results, we give a short outline of the
construction of layers. More details will be provided in Section 2. To find a layer solution we
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first look at the steady state system:{
[a(u)ux − b(u)vx]x = 0,
vxx + δu+ g(v) = 0.

(1.5)

One can integrate the first equation and recast it as a differential equation for u in terms of
v. We write u = Φ(v) for solutions of that ordinary differential equation. One inserts this
expression into the second equation of (1.5) and obtains a non-linear second-order pendulum
equation in v. This equation can have homoclinic, periodic or heteroclinic (layers) solutions.

We will focus on the case when this equation possess a heteroclinic solution v∗. We note
that v∗ is necessarily monotone and write v± = limx→±∞ v

∗(x) ∈ R. Moreover, since Φ is the
solution of an autonomous differential equation, we infer that Φ is monotone or constant, which
implies that the u-component of the layer, u∗ = Φ(v∗) is strictly monotone or constant. Also,
u± = limx→±∞ u

∗(x) = Φ(v±) ∈ R.

We will next formulate the main result of this paper. It characterizes stability of layers in a
large subclass of (1.1). Stability here is referred to as spectral stability. Our notion of stability
refers to the spectrum of the linearization of (1.1) at a layer (u∗, v∗),

d
dt

(
u

v

)
= L

(
u

v

)
, (1.6)

where

L =

[
∂x

(
a(u∗)∂x + a′(u∗)u∗x − b′(u∗)v∗x

)
−∂x

(
b(u∗)∂x

)
δ ∂2

x + g′(v∗)

]
. (1.7)

We can view the differential expression L as a densely defined, closed operator on various
function spaces like BUC(R,C2), L2(R,C2) or L2

η(R,C2) with respective domain BUC2(R,C2),
H2(R,C2) or H2

η (R,C2); see the end of this section for definitions of spaces. Since L is a lower-
order perturbation of a diffusion operator, it generates an analytic semigroup with maximal
regularity properties so that the nonlinear evolution problem is in fact well-posed; see for
instance [17] for the relevant semigroup machinery. We say that a layer is spectrally stable if
the spectrum of L is contained in the closed left half plane, {λ ∈ C : Reλ ≤ 0}. It turns out
that spectral stability in L2 is equivalent to spectral stability in BUC. On the other hand,
spectral instability implies nonlinear instability; see [9].

We will see in Section 3 that the essential spectrum is contained in the closed left half plane if
and only if g′(v±) ≤ 0; see Lemma 3.4. We therefore assume in the following that g′(v±) < 0.

Theorem 1.1. Assume (u∗, v∗) is an exponentially localized layer of (1.1) for δ = δ0, that is

|(u∗ − u±, v∗ − v±)(x)| ≤ Ce−η
∗|x|, for all x ∈ R±, (1.8)

for some constants C, η∗ > 0. Also, suppose that g′(v±) < 0. Then, the following assertions
hold true:

(i) If δ0 > 0, and (u+ − u−)(v+ − v−) > 0, then the layer (u∗, v∗) is spectrally stable in L2

or BUC;
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(ii) If (u+ − u−)(v+ − v−)δ0 < 0, then the layer (u∗, v∗) is unstable in L2 or BUC.

(iii) If δ0 = 0 or u+ = u−, then the layer (u∗, v∗) is spectrally stable in L2 or BUC.

Related to the temporal stability question is the robustness question, that is, the question
whether layers persist as solutions of (1.5) when parameters in the system are varied. We say
that a layer is robust if for nearby values of parameters the system possesses a layer that is close
to the original layer in BC1(R,R2). If a layer is robust, we say that the stability properties of
a layer are robust if the layer is spectrally stable (or unstable) for all perturbations.

Theorem 1.2. Assume (u∗, v∗) is an exponentially localized, stable layer of (1.1) for δ = δ0.
Then, the following assertions hold true:

(i) If δ0 6= 0, the layer is robust under ε–perturbations of a, b, g ∈ C3;

(ii) If δ0 = 0, the layer is robust under δ–perturbations if and only if
∫

R
u∗v∗x = 0;

(iii) Suppose δ0 > 0. Then stability properties of layers are robust under ε–perturbations of
a, b, g if and only if u+ 6= u−;

(iv) Suppose u+ 6= u−. Then the stability properties of layers are not robust under δ–
perturbations from δ0 = 0.

Remark 1.3. Both theorems apply to the examples (1.2)–(1.4). Choosing for instance g(e) =
e(1 − e2) and c + e ≡ µ = 0 in (1.2), one finds layers e(x) = −e(−x) as solutions to dexx −
δe + g(e) = 0. Similarly, (1.3) possesses layers with w ≡ 0, ϕ(x) = tanh(x/

√
dϕ). The

chemotaxis system possesses layers for certain functions q. To see this, note that we can scale
β = δ = 1 and set q(u) = u exp(−u+εΦ), with some function Φ to be determined. We then find,
similarly to the discussion above, dv

du = (u − εΦ(u; ε))′, so that v(u) = u − εΦ(u; ε). Choosing
Φ appropriately allows us to realize, for instance, u(v) = v + ε sin v, which in turn gives layers
for the v-equation, vxx + u(v)− v = 0, connecting v = 0 to v = 2π.

In all those cases, Theorem 1.1 ensures spectral stability of the layer.

We will see in Section 2 that the proof of Theorem 1.2 is fairly standard, given Theorem 1.1.

The main difficulty in proving the results in Theorem 1.1 is the presence of essential spectrum
on the imaginary axis. Essential spectrum is caused by the fact that we are considering an
unbounded domain x ∈ R. Since the first equation is in conservation form, λ = 0 automatically
contributes to the essential spectrum through a constant adjoint eigenmode. On the other hand,
essential spectrum on the imaginary axis prevents us from immediately concluding nonlinear
stability.

Our results give in fact a more precise characterization of spectral properties of the linearization
at layers. We calculate expansions of an Evans function so that we can describe poles of the
resolvent. Moreover, our method gives algebraic and geometric multiplicities of eigenvalues in
the essential spectrum in a natural fashion.
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We next outline the key steps in our proof. First, we compute the essential spectrum of the
linearization L and restrict to the case g′(v±) < 0, which implies stability of the essential
spectrum. In this case, we use a homotopy to a triangular system to track the eigenvalues
with positive real part. The homotopy is chosen such that the layer (u∗, v∗) and the stability
of the essential spectrum do not depend on the homotopy parameter. In the last and crucial
step, we track eigenvalues as they cross the imaginary axis, in particular as they emerge from or
disappear into the essential spectrum at λ = 0. For this, we follow eigenvalues into the essential
spectrum using a Lyapunov-Schmidt reduction method on exponentially weighted spaces. In
these spaces, the linearization turns out to possess a negative Fredholm index. We compensate
for this negative index by augmenting the system with parametrized asymptotic expansions.
This yields a generalized eigenvalue problem that is Fredholm index zero in a neighborhood of
the origin, so that eigenvalues of this problem correspond to eigenvalues of our linearization for
Reλ > 0. Similar approaches have been used before in [22, 23, 24, 26].

Outline: The paper is organized as follows. In Section 2 we study the problem of layer robust-
ness in two situations: under ε-perturbations of a, b and g, and second, under δ–perturbations
from δ0 = 0. Next, in Section 3 we compute the essential spectrum of L. In the next four
sections we construct the homotopy, prove the existence and the analyticity of a bifurcation
function that detects the eigenvalues of L, and finally compute its expansions. Theorem 1.1
and Theorem 1.2 are proven in Section 8 and Section 9, respectively.

Notations: For an operator T on a Hilbert space X we use T ∗, dom(T ), kerT , imT , σ(T ),
ρ(T ) and T|Y to denote the adjoint, domain, kernel, range, spectrum, resolvent set and the
restriction of T on a subspace Y of X. We divide the spectrum of T into two disjoint sets:
σpoint(T ), the union of eigenvalues λ for which T − λ is Fredholm with index 0, and σess(T ) its
complement in σ(T ). The Morse index of a hyperbolic matrix A, denoted i(A), is the dimension
of its unstable subspace, which is the generalized eigenspace associated with all eigenvalues
λ of A that have Re λ > 0. The usual Lebesgue spaces, the space of bounded uniformly
continuous functions and the weighted Lebesgue spaces of vector valued functions are denoted
by Lp(R,CN ), BUC(R,CN ) and Lp(R,CN ;ω(x)dx) respectively. If ω(x) = e2η|x| for all x ∈ R
we denote the Lp-weighted space by Lpη(R,CN ). If h = h(u) is a smooth function and u∗ is
the u–component of a layer (u∗, v∗), we use the notations h∗ := h(u∗) and h± := h(u±), where
u± = limx→±∞ u

∗(x).

Acknowledgment. The authors gratefully acknowledges support by the National Science
Foundation under grant DMS-0806614.

2 Robustness of Layers

In this section we explain how one can find layer solutions in the general model (1.1) and study
their robustness under perturbations of the ”parameters” a, b, g and δ.

We will work under the assumptions of Theorem 1.2. In particular, we assume that (1.5) has
an exponentially localized layer solution for δ = δ0, where δ0 is a fixed value. We remark that
since a layer solution is bounded, we can assume without loss of generality that b is bounded.
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In what follows we will study the robustness problem for two separate cases: first, robustness
under ε–perturbations of a, b and g and second, robustness under δ–perturbations from δ0 = 0.

We start by rewriting (1.5) as a first order system by making the substitution w = vx and
ψ = a(u)ux − b(u)vx. We obtain the system

ux = b(u)
a(u)w + ψ

a(u) ,

vx = w,

wx = −δu− g(v),
ψx = 0.

(2.1)

This system can be written in the form (u, v, w, ψ)T
x = F (u, v, w, ψ), where F : R4 → R4 is

defined by F (u, v, w, ψ) =
(
b(u)
a(u)w+ ψ

a(u) , w,−δu− g(v), 0
)T

. We note that if (u, v, w, ψ)T is an
equilibrium of F then w = ψ = 0, which allows us to restrict system (2.1) to the case ψ = 0,
that is, 

ux = b(u)
a(u)w,

vx = w,

wx = −δu− g(v).
(2.2)

The next step is to take advantage of the conserved quantities in (2.2) to make a change of
variables. We denote by ϕ(·, µ) the solution of the Cauchy problem{

u′ = b(u)
a(u) ,

u(0) = µ.
(2.3)

Note that one can formally derive (2.3) from (2.2) by taking the quotient of the first two
equations and thus obtaining an equation for u′ = du

dv . We will make this relation rigorous in
the following.

Lemma 2.1. The following assertions are true:

(i) ∂µϕ(v, µ) = exp
( ∫ v

0

(
b
a

)′(ϕ(w, µ))dw
)

for all v, µ ∈ R;

(ii) Given u, v, the equation u = ϕ(v, µ) has a unique solution µ = µ∗(u, v));

(iii) If (u, v, w) satisfies (2.2) then µ∗(u, v) is a conserved quantity of (2.2).

Proof. (i) From the definition of ϕ(·, µ) in (2.3), by differentiating with respect to µ, we infer
that for any fixed µ ∈ R the function ∂µϕ(·, µ) satisfies the Cauchy problem{

u′ =
[(

b
a

)′(ϕ(v, µ))
]
u,

u(0) = 1.
(2.4)

Solving this first order linear Cauchy problem, we immediately find the desired formula. Asser-
tion (ii) follows by noticing the flow property, ϕ(−v, ϕ(v, µ)) = µ, so that µ∗(u, v) = ϕ(−v, u).

(iii) Assume that (u, v, w) satisfies (2.2). Differentiating the equation u = ϕ(v, µ∗(u, v)) with
respect to u and v respectively, we obtain that

1 = ∂µϕ(v, µ∗(u, v))∂uµ∗(u, v);
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0 = ∂vϕ(v, µ∗(u, v)) + ∂µϕ(v, µ∗(u, v))∂vµ∗(u, v). (2.5)

Solving for ∂uµ∗ and ∂vµ
∗ in (2.5) and using the definition of ϕ(·, µ) in (2.3) we obtain that

∂vµ
∗(u, v) = −∂vϕ(v, µ∗(u, v))

∂µϕ(v, µ∗(u, v))
= − b(ϕ(v, µ∗(u, v)))

a(ϕ(v, µ∗(u, v)))
∂uµ

∗(u, v) = − b(u)
a(u)

∂uµ
∗(u, v). (2.6)

Next, using (2.6) we compute

d
dx

[
µ∗(u(x), v(x))

]
= ∂uµ

∗(u(x), v(x))u′(x) + ∂vµ
∗(u(x), v(x))v′(x)

= ∂uµ
∗(u(x), v(x))

b(u(x))
a(u(x))

w(x)− b(u(x))
a(u(x))

∂uµ
∗(u(x), v(x))w(x) = 0.

This lemma shows that we can make the substitution µ = µ∗(u, v) in (2.2) to obtain the system
vx = w,

wx = −δϕ(v, µ)− g(v),
µx = 0.

(2.7)

Since (1.5) has a layer solution (u∗0, v
∗
0) for δ = δ0, we have that (2.7) has a layer solution, v∗0

at µ = µ0 and δ = δ0. We denote by v±0 = lim
x→±∞

v∗0(x). Note that the equation for v is a

nonlinear pendulum equation of the form vxx +H(v, µ) = 0, where we define H : R2 → R by

H(v, µ) = δ0ϕ(v, µ) + g(v). (2.8)

Lemma 2.2. The existence of an exponentially localized layer solution implies the following
set of properties of the function H and the limits v±0

• equilibria: H(v±0 , µ0) = 0;

• hyperbolicity: ∂vH(v±0 , µ0) < 0;

• equal–area:
∫ v+0
v−0

H(v, µ0)dv = 0.

Proof. The first property follows readily from the convergence of v∗0. Exponential convergence
implies hyperbolicity of the equilibria v±0 . Indeed, for non-hyperbolic equilibria, solutions near
v±0 either oscillate or decay algebraically, as an direct solution to the integrable Hamiltonian
equation shows. Lastly, the equal area condition is a consequence of conservation of energy
1
2vx

2 +
∫ v
H(w, µ)dµ along the layer solution v∗0.

First, we treat the case when δ0 6= 0 and study the robustness of layers under ε-perturbations
of a, b and g. Let ε0 > 0, and ã, b̃, g̃ ∈ C3(R × (−ε0, ε0),R) be families of functions such that
ã(·, 0) = a, b̃(·, 0) = b and g̃(·, 0) = g and consider the system

ux = b̃(u,ε)
ã(u,ε)w,

vx = w,

wx = −δ0u− g̃(v, ε).

(2.9)
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System (2.9) is a smooth perturbation of (2.2). We define ϕ̃(·, µ, ε) as the solution of the
Cauchy problem {

u′ = b̃(u,ε)
ã(u,ε) ,

u(0) = µ,
(2.10)

Using Lemma 2.1 we can construct µ̃∗(u, v, ε) that solves the equation u = ϕ(v, µ, ε). Fur-
thermore, making the substitution µ = µ̃∗(u, v, ε) we can transform (2.9) in the equivalent
form 

vx = w,

wx = −δ0ϕ̃(v, µ, ε)− g̃(v, ε),
µx = 0.

(2.11)

Let H̃ : R3 → R be the function defined by

H̃(v, µ, ε) = g̃(v, ε) + δ0ϕ̃(v, µ, ε).

To show the ε–robustness of the layer we need:

(1) ε–robustness of the equilibria v±0 : There exist smooth functions µ(ε) and v±(ε) such that

(a) µ(0) = µ0 and v±(0) = v±0 ;

(b) locally, the equation H̃(v, µ(ε), ε) = 0 has the unique solution v = v±(ε);

(2) ε–robustness of the equal area condition:
∫ v+(ε)
v−(ε)

H̃(v, µ(ε), ε)dv = 0.

To see that this indeed guarantees persistence of the layer, notice that the stable and unstable
manifolds of v±0 depend smoothly on the parameter ε. Given the equal area condition, they
both lie in the same level set of the Hamiltonian 1

2v
2
x + H(v) for all small ε. The intersection

therefore persists within this level set which is a smooth curve away from the equilibrium.

In the next lemma we prove one of the main results of this section.

Lemma 2.3. Assume (2.7) has a layer v∗0 at µ = µ0 and δ = δ0 6= 0. Then the layer is robust
under ε–perturbations of a, b and g.

Proof. First, we will show that we can locally solve the equation H̃(v, µ, ε) = 0 for v. Since

H̃(v±0 , µ0, 0) = H(v±0 , µ0) = 0;

∂vH̃(v±0 , µ0, 0) = ∂vH(v±0 , µ0) < 0,

we find from the Implicit Function Theorem that there are two C3-functions ṽ±(µ, ε) such that

(i) ṽ±(µ0, 0) = v±0 ;

(ii) In a neighborhood of (v±0 , µ0), respectively, the equation H̃(v, µ, ε) = 0 has the unique
solution v = ṽ±(µ, ε).
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Next, we define the area function A : R2 → R by

A(µ, ε) =
∫ ṽ+(µ,ε)

ṽ−(µ,ε)
H̃(v, µ, ε)dv. (2.12)

We will show that we can locally solve the equation A(µ, ε) = 0 for µ. Using condition (i) above
we compute

A(µ0, 0) =
∫ ṽ+(µ0,0)

ṽ−(µ0,0)
H̃(v, µ0, 0)dv =

∫ v+0

v−0

H(v, µ0)dv = 0. (2.13)

Similarly, using condition (ii) we compute

∂µA(µ, ε) =
∫ ṽ+(µ,ε)

ṽ−(µ,ε)
∂µH̃(v, µ, ε)dv + H̃(ṽ+(µ, ε), µ, ε)∂µṽ+(µ, ε)

− H̃(ṽ−(µ, ε), µ, ε)∂µṽ−(µ, ε)

=
∫ ṽ+(µ,ε)

ṽ−(µ,ε)
δ0∂µϕ̃(v, µ, ε)dv. (2.14)

From (2.14) and Lemma 2.1(i) we have that

∂µA(µ0, 0) = δ0

∫ v+0

v−0

∂µϕ̃(v, µ, ε)dv 6= 0. (2.15)

Using the Implicit Function Theorem again, we infer that there exists a smooth function µ(ε)
such that

(iii) µ(0) = µ0 ;

(iv) locally, the equation A(µ, ε) = 0 has the unique solution µ = µ(ε).

Next, we define v±(ε) = ṽ±(µ(ε), ε). From (ii) we have that locally the equation H̃(v, µ(ε), ε) =
0 has the unique solution v = v±(ε). From (iv) we obtain that∫ v+(ε)

v−(ε)
H̃(v, µ(ε), ε)dv = A(µ(ε), ε) = 0,

proving the lemma.

Next, we will compute the leading order term in the difference u+(ε) − u−(ε), where u±(ε) =
ϕ̃(v±(ε), µ(ε), ε).

Lemma 2.4. The following assertions are true:

(i) ∂εϕ̃(v, µ0, 0) =
∫ v

0

∂µϕ(v, µ0)
∂µϕ(w, µ0)

∂ε

( b̃
ã

)
(ϕ(w, µ0), 0)dw for all v ∈ R;

(ii) ∂εA(µ0, 0) =
∫ v+0

v−0

[
∂εg̃(v, 0) + δ0∂εϕ̃(v, µ0, 0)

]
dv;
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(iii) (u+)′(0)− (u−)′(0) =
( b
a

)
(u+

0 )(v+)
′
(0)−

( b
a

)
(u−0 )(v−)

′
(0)

+
1

δ0

∫ v+0
v−0

∂µϕ(v, µ0)dv

∫ v+0

v−0

∂ε

(
b̃
ã

)
(ϕ(v, µ0))

∂µϕ(v, µ0)

[
∂µϕ(v+

0 , µ0)
∫ v

v−0

∂µϕ(w, µ0)dw

+ ∂µϕ(v−0 , µ0)
∫ v+0

v
∂µϕ(w, µ0)dw

]
dv − ∂µϕ(v+

0 , µ0)− ∂µϕ(v−0 , µ0)

δ0

∫ v+0
v−0

∂µϕ(v, µ0)dv

∫ v+0

v−0

∂εg̃(v, 0)dv.

Proof. (i) Differentiating in (2.10) with respect to ε we obtain[
∂εϕ̃(v, µ0, 0)

]′
= ∂v

( b̃
ã

)
(ϕ̃(v, µ0, 0), 0)

[
∂εϕ̃(v, µ0, 0)

]
+ ∂ε

( b̃
ã

)
(ϕ(v, µ0), 0)

=
( b
a

)′
(ϕ(v, µ0))

[
∂εϕ̃(v, µ0, 0)

]
+ ∂ε

( b̃
ã

)
(ϕ(v, µ0), 0). (2.16)

In addition, since ϕ̃(0, µ0, ε) = µ0 for all ε ∈ R, we infer that ∂εϕ̃(0, µ0, 0) = 0. Using this initial
condition, the fact that ∂εϕ̃(·, µ0, 0) satisfies the first order equation (2.16) and Lemma 2.1(i),
we obtain that

∂εϕ̃(v, µ0, 0) =
∫ v

0

[
e

R v
w

(
b
a

)′
(ϕ(s,µ0))ds]

∂ε

( b̃
ã

)
(ϕ(w, µ0), 0)dw

=
∫ v

0

∂µϕ(v, µ0)
∂µϕ(w, µ0)

∂ε

( b̃
ã

)
(ϕ(w, µ0), 0)dw.

(ii) Since H̃(ṽ±(µ, ε), µ, ε) = 0 we obtain that

∂εA(µ, ε) =
∫ ṽ+(µ,ε)

ṽ−(µ,ε)
∂εH̃(v, µ, ε)dv + H̃(ṽ+(µ, ε), µ, ε)∂εṽ+(µ, ε)

− H̃(ṽ−(µ, ε), µ, ε)∂εṽ−(µ, ε) =
∫ ṽ+(µ,ε)

ṽ−(µ,ε)
∂εH̃(v, µ0, 0)dv,

which implies that

∂εA(µ0, 0) =
∫ v+0

v−0

∂εH̃(v, µ0, 0)dv =
∫ v+0

v−0

[
∂εg̃(v, 0) + δ0∂εϕ̃(v, µ0, 0)

]
dv. (2.17)

(iii) First, we note that since A(µ(ε), ε) = 0 for all ε in a neighborhood of 0, we obtain that

µ′(0) = − ∂εA(µ0, 0)
∂µA(µ0, 0)

. (2.18)

Differentiating in the definition of u±(ε) and using (i), (ii), (2.15) and (2.17), we obtain that

(u±)′(0) = ∂vϕ̃(v±0 , µ0, 0)(v±)′(0) + ∂µϕ̃(v±0 , µ0, 0)µ′(0) + ∂εϕ̃(v±0 , µ0, 0)

=
( b
a

)
(ϕ(v±0 , µ0))(v±)′(0)− ∂µϕ(v±0 , µ0)

∂εA(µ0, 0)
∂µA(µ0, 0)

+ ∂εϕ̃(v±0 , µ0, 0)
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=
( b
a

)
(ϕ(v±0 , µ0))(v±)′(0) +

∫ v±0

0

∂µϕ(v±0 , µ0)
∂µϕ(v, µ0)

∂ε

( b̃
ã

)
(ϕ(v, µ0), 0)dv

− ∂µϕ(v±0 , µ0)

∫ v+0

v−0

[
∂εg̃(v, 0) + δ0∂εϕ̃(v, µ0, 0)

]
dv

δ0

∫ v+0

v−0

∂µϕ(v, µ0)dv

=
( b
a

)
(ϕ(v±0 , µ0))(v±)′(0) +

∂µϕ(v±0 , µ0)

δ0

∫ v+0

v−0

∂µϕ(v, µ0)dv

[
−
∫ v+0

v−0

∂εg̃(v, 0)dv

+ δ0

∫ v+0

v−0

∂µϕ(v, µ0)dv
∫ v±0

0

∂ε

(
b̃
ã

)
(ϕ(v, µ0), 0)

∂µϕ(v, µ0)
dv

− δ0

∫ v+0

v−0

∂µϕ(v, µ0)
(∫ v

0

∂ε

(
b̃
ã

)
(ϕ(w, µ0), 0)

∂µϕ(w, µ0)
dw
)

dv

]
. (2.19)

Integrating by parts, we have that for any f, h

(∫ v+0

v−0

f(v)dv
)∫ v+0

0

h(v)
f(v)

dv −
∫ v+0

v−0

f(v)
(∫ v

0

h(w)
f(w)

dw
)

dv =
∫ v+0

v−0

h(v)
f(v)

(∫ v

v−0

f(w)dw
)

dv;

(∫ v+0

v−0

f(v)dv
)∫ v−0

0

h(v)
f(v)

dv −
∫ v+0

v−0

f(v)
(∫ v

0

h(w)
f(w)

dw
)

dv =
∫ v+0

v−0

h(v)
f(v)

(∫ v+0

v
f(w)dw

)
dv.

Using these identities for f = ∂µϕ(·, µ0) and h = ∂ε

(
b̃
ã

)
(ϕ(·, µ0), 0) we obtain that

(u+)′(0) =
∂µϕ(v+

0 , µ0)

δ0

∫ v+0

v−0

∂µϕ(v, µ0)dv

[∫ v+0

v−0

∂ε

(
b̃
ã

)
(ϕ(v, µ0), 0)

∂µϕ(v, µ0)

(∫ v

v−0

∂µϕ(w, µ0)dw
)

dv

−
∫ v+0

v−0

∂εg̃(v, 0)dv

]
+
( b
a

)
(ϕ(v+

0 , µ0))(v+)′(0); (2.20)

(u−)′(0) =
∂µϕ(v−0 , µ0)

δ0

∫ v+0

v−0

∂µϕ(v, µ0)dv

[∫ v+0

v−0

∂ε

(
b̃
ã

)
(ϕ(v, µ0), 0)

∂µϕ(v, µ0)

(∫ v+0

v
∂µϕ(w, µ0)dw

)
dv

−
∫ v+0

v−0

∂εg̃(v, 0)dv

]
+
( b
a

)
(ϕ(v−0 , µ0))(v−)′(0). (2.21)

To finish the proof of lemma, we subtract (2.21) from (2.20).

In the lemma below we compute the leading order term in the expansion of u+(ε)− u−(ε).
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Lemma 2.5. The following assertions are true:

(i) If u+
0 6= u−0 then

u+(ε)− u−(ε) = (u+
0 − u

−
0 ) +O(ε);

(ii) If u+
0 = u−0 = u∞ and c∞ = b′(u∞)

a(u∞) then

u+(ε)− u−(ε) = Kε+O(ε2),

where

K =


ec
∞v+0 −ec

∞v−0
c∞δ0

∂ε

(
b̃
ã

)
(u∞, 0)− c∞

δ0

∫ v+0

v−0

∂εg̃(v, 0)dv if c∞ 6= 0

v+0 −v
−
0

δ0
∂ε

(
b̃
ã

)
(u∞, 0) if c∞ = 0.

(2.22)

Proof. Assertion (i) follows from the smoothness of u±(·). To prove (ii), we note that since
ϕ(·, µ0) is the solution of the autonomous differential equation u′ = b(u)

a(u) , it is monotone or
constant. Using that u+

0 = u−0 = u∞ we conclude that b(u∞) = 0 and ϕ(v, µ0) = u∞ for all
v ∈ R. From Lemma 2.1(i) we obtain that

∂µϕ(v, µ0) = ec
∞v for all v ∈ R.

The formula for K follows shortly from Lemma 2.4(iii).

In the second part of this section we study the robustness of layers under δ–perturbations from
δ0 = 0. In this case the properties of H, Lemma 2.2, are equivalent to

g(v±0 ) = 0, g′(v±0 ) < 0,
∫ v+0

v−0

g(v)dv = 0. (2.23)

We define H : R3 → R by
H(v, µ, δ) = δϕ(v, µ) + g(v). (2.24)

To prove the δ–robustness of layers we need to show that there exist smooth functions µ(δ) and
v±(δ) such that we have

(1) δ–robustness of the equilibria v±0 :

(a) v±(0) = v±0 ;

(b) locally, the equation H(v, µ(δ), δ) = 0 has the unique solution v = v±(δ) ;

(2) δ–robustness of the equal area condition:
∫ v+(δ)
v−(δ)

H(v, µ(δ), δ)dv = 0.

In the next lemma we give a condition that is necessary and sufficient for the δ–robustness of
layers.

Lemma 2.6. Assume that (2.7) has a layer for δ0 = 0. Then, the layer is δ–robust if and only

if
∫

R
u∗v∗x = 0.

12



Proof. First, we remark that by making the change of variables v = v∗, we have that∫
R
u∗v∗x =

∫ v+0

v−0

ϕ(v, µ0)dv. Assume that
∫

R
u∗v∗x = 0. Since

H(v±0 , µ, 0) = g(v±0 ) = 0, ∂vH(v±0 , µ, 0) = g′(v±0 ) < 0, for all µ ∈ R,

we conclude from the Implicit Functions Theorem that there exist two smooth functions v±(µ, δ)

(i) v±(µ, 0) = v±0 ;

(ii) For δ in a neighborhood of 0, the equation H(v, µ, δ) = 0 has the unique solution v =
v±(µ, δ) .

To prove the area preserving condition we have to show that the equation A(µ, δ) = 0 can be
solved for µ for any δ in a neighborhood of 0. Here A is defined by

A(µ, δ) =
∫ v+(µ,δ)

v−(µ,δ)
H(v, µ, δ)dv. (2.25)

Next, we define the functions M and N through

M(µ, δ) =
∫ v+(µ,δ)

v−(µ,δ)
ϕ(v, µ)dv, N(µ, δ) =

∫ v+(µ,δ)

v−(µ,δ)
g(v)dv. (2.26)

We note that A(µ, δ) = δM(µ, δ) +N(µ, δ). Moreover, from (i), (ii) and (2.23) we have that

N(µ, 0) =
∫ v+(µ,0)

v−(µ,0)
g(v)dv =

∫ v+0

v−0

g(v)dv = 0;

∂δN(µ, 0) = g(v+(µ, 0))∂δv+(µ, 0)− g(v−(µ, 0))∂δv−(µ, 0)

= g(v+
0 )∂δv+(µ, 0)− g(v−0 )∂δv−(µ, 0) = 0, (2.27)

for all µ ∈ R, which implies that there is a smooth function N1(·, ·) such that

N(µ, δ) = δ2N1(µ, δ). (2.28)

It follows that the equation A(µ, δ) = 0 is equivalent to the equation

M(µ, δ) + δN1(µ, δ) = 0. (2.29)

We denote by A1(µ, δ) = M(µ, δ) + δN1(µ, δ) the left hand side of the above equation. We
compute

A1(µ0, 0) = M(µ0, 0) =
∫ v+(µ,0)

v−(µ0,0)
ϕ(v, µ)dv =

∫ v+0

v−0

ϕ(v, µ)dv = 0;

∂µA1(µ,0) = ∂µM(µ,0) =
∫ v+(µ,0)

v−(µ,0)
∂µϕ(v, µ)dv =

∫ v+0

v−0

∂µϕ(v, µ)dv > 0.

From the Implicit Function Theorem we have that there is a smooth function µ(δ) such that

13



(iii) µ(0) = µ0;

(iv) For δ in a neighborhood of 0, the equation A(µ, δ) = 0 has the unique solution µ = µ(δ) .

Define v±(δ) = v±(µ(δ), δ). From (ii) and (iv) we have that for δ in a neighborhood of 0 the
equation H(v, µ(δ), δ) = 0 has a unique solution v = v±(δ). Moreover,∫ v+(δ)

v−(δ)
H(v, µ(δ), δ)dv = δA1(µ(δ), δ) = 0,

proving the δ–robustness of the layer.

To see that the condition
∫

R u
∗v∗x = 0 is necessary, assume the δ–robustness of the ”equal area

condition”. That is, we have that there exists a smooth function µ(·) such that µ(0) = µ0 and

M(µ(δ), δ) + δN(µ(δ), δ) = 0

for all δ in a neighborhood of 0. It follows that
∫

R
u∗v∗x =

∫ v+0

v−0

ϕ(v, µ0)dv = M(µ(0), 0) = 0,

proving the lemma.

3 Essential spectrum

In this section we compute the essential spectrum of the linearized operator L defined in (1.7)
and study its stability. Throughout this section, we assume that (u∗, v∗) is a layer of (1.1) for
δ = δ0, satisfying (1.8). Since u∗ and v∗ converge exponentially as x → ±∞, we obtain that
v∗x → 0 exponentially as x → ±∞, by standard ODE arguments. Since u∗x = b∗

a∗ v
∗
x, it follows

that u∗x → 0 exponentially as x→ ±∞. We start this section with the following observation.

Remark 3.1. The following formula holds true:

L = D(x)∂2
x +M(x)∂x +N(x), (3.1)

where the matrix–valued functions D, M and N are continuous and have limits at ±∞, denoted
D±, M± and N±. Moreover, D is invertible with bounded inverse and

D± =

[
a± −b±

0 1

]
, M± = 02, N± =

[
0 0
δ0 g′(v±)

]
. (3.2)

We recall the definition of the essential spectrum: we say that λ belongs to the essential
spectrum σess(L) if L−λ is not a Fredholm operator with index zero. We refer to the complement
of the essential spectrum in the spectrum as the point spectrum, denoted σpoint(L).

Lemma 3.2. The essential spectrum, the point spectrum of L and multiplicities are independent
of the choice of function space, X = L2(R,C2) and X = BUC(R,C2). Moreover, λ ∈ σess(L)
if and only if there exists τ ∈ R and α ∈ {+,−} such that det(Dατ2 +Nα − λI2) = 0.
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Proof. To see that the essential spectrum of the operator L is independent of the choice of
the function space, one can use arguments similar to the ones given in [9, Chapter, Appendix].
On the other hand, the point spectrum and the multiplicities of the eigenvalues are independent
of the choice of function space, since the eigenvectors and the generalized eigenvectors decay
exponentially at ±∞.

Since the matrix–valued function D(·) is continuous, bounded and D−1(·) is bounded, we have
that the operator of multiplication by D(·), denoted MD, is invertible. It follows that L− λ is
Fredholm with index 0 if and only if MD−1(L − λ) is Fredholm with index 0. Since M(x)→ 0
exponentially as x → ±∞, we infer that MD−1(L − λ) is a relatively compact perturbation
of ∂2

x + D−1(x)(N(x) − λ). Thus, λ ∈ σess(L) if and only if ∂2
x + D−1(x)(N(x) − λ) is not

Fredholm with index 0. The essential spectrum of the later can be computed using [9, Chapter,
Theorem A2]. We conclude that λ ∈ σess(L) if and only if there exists τ ∈ R such that
det(τ2I2 + (D+)−1(N+ − λ)) = 0 or det(τ2 + (D−)−1(N− − λ)) = 0, proving the lemma.

As a consequence of this lemma we have

Remark 3.3. The essential spectrum consists of the image of four functions:

σess(L) =
{
λ±j (τ) : τ ∈ R, j = 1, 2

}
, where (3.3)

λ±1 (τ) =
tr±(τ)−

√
tr±(τ)2 − 4det±(τ)

2
, λ±2 (τ) =

tr±(τ) +
√

tr±(τ)2 − 4det±(τ)
2

tr±(τ) = −(a± + 1)τ2 + g′(v±), det±(τ) = a±τ4 − (δ0b
± + g′(v±)a±)τ2.

We conclude this section with:

Lemma 3.4. Under the assumptions of Theorem 1.1, the following assertions are true:

(i) 0 ∈ σess(L);

(ii) sup Reσess(L) ≤ 0 if and only if g′(v±) ≤ 0;

Proof. To prove (i) we note that det±(0) = 0, and thus, we have that 0 = λ±1 (0) ∈ σess(L).
From the properties of H, Lemma 2.2, it follows that det±(τ) ≥ 0 for all τ ∈ R. Thus,
sup Reσess(L) ≤ 0 if and only if tr±(τ) ≤ 0 for all τ ∈ R, proving (ii).

4 Tracing the point spectrum: Preliminaries

In this section we collect a few results needed in the later sections, concerning the kernels of
L and its adjoint L∗, the Fredholm properties of the operator L on weighted spaces and other
related topics. Throughout this section we assume the hypotheses of Theorem 1.1, that is, we
assume that (1.5) has an exponentially localized layer solution (u∗, v∗) at δ = δ0 and that the
essential spectrum of the operator L is stable. As shown in Section 2, the equation (2.7) has a
layer solution at δ = δ0 for some fixed µ = µ0 and u∗ = ϕ(v∗, µ0).
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4.1 Homotopy

In this subsection we construct a homotopy to an easier system, whose point spectrum can
be studied easily. As a bonus, this homotopy will preserve the structure of the layer and the
stability properties of the essential spectrum of L. In what follows we consider δ between 0 and
δ0 as a homotopy parameter and the system{

ut = [a(u)ux − b(u)vx]x,
vt = vxx + δu+ g(v, δ),

(4.1)

where g : R2 → R is defined by g(v, δ) = g(v) + (δ0 − δ)ϕ(v, µ0). Since g is a C3 function and
ϕ(·, µ0) is the solution of the Cauchy Problem (2.3), we infer that g is a C3 function.

Remark 4.1. The homotopy described in (4.1) satisfies the properties:

(i) One of the endpoints of the homotopy is the original system (1.1), since g(v, δ0) = g(v)
for all v ∈ R.

(ii) (u∗, v∗) is a layer solution of (4.1) for all δ, since g(v∗, δ) + δu∗ = g(v∗) + δ0u
∗ is

independent of δ during the homotopy.

The linearization of (4.1) along the layer (u∗, v∗) on X × X, where X is a function space, is
given by

d
dt

(
u

v

)
= L(δ)

(
u

v

)
, (4.2)

where L(δ) is defined by replacing in the definition (1.7) of L, g′(v∗) by ∂vg(v∗, δ) and δ0 by
δ. In the next lemma we show that the stability properties of the essential spectrum do not
change during the homotopy.

Lemma 4.2. Assume the hypothesis of Theorem 1.1. Choosing the function space X =
L2(R,C2) or X = BUC(R,C2), the essential spectrum of L(δ) is stable for all δ between 0
and δ0.

Proof. We note that to prove the lemma, it is enough to prove that ∂vg(v±, δ) < 0 for all δ
between 0 and δ0. Since ϕ(·, µ0) is a solution of (2.3) we have that

∂vg(v, δ) = g′(v) + (δ0 − δ)
b(ϕ(v, µ0))
a(ϕ(v, µ0))

,

which implies that

∂vg(v±, δ) = g′(v±) + (δ0 − δ)
b±

a±
.

We denote the right–hand side of this equation by p±(δ) and we note that p±(·) is a mono-
tone function. Moreover, p±(δ0) = g′(v±) < 0 by assumption and p±(0) = g′(v±) + δ0

b±

a± =
∂vH(v±, µ0) < 0 by the hyperbolicity property in Lemma 2.2. It follows that p±(δ) < 0 for all
δ between 0 and δ0, proving the lemma.
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4.2 Layer stability at δ = 0

In this subsection we prove that for δ = 0 (4.2) has no unstable eigenvalue. A key feature at
δ = 0 is the upper–triangular structure of the linearization L(0).

Lemma 4.3. Under the assumptions of Theorem 1.1, the layers in the system (4.1) for δ = 0
are stable, that is, L(0) has no eigenvalue with positive real part.

Proof. First, we note that if δ = 0 the operator L(0) has upper–triangular block structure

L(0) =

[
K1 −∂x

(
b(u∗)∂x

)
0 K2

]
,

where K1 = ∂x

(
a(u∗)∂x+a′(u∗)u∗x−b′(u∗)v∗x

)
and K2 = ∂2

x+∂vg(v∗, 0). This upper–triangular
structure allows us to decouple the eigenvalue problem L ( uv ) = λ ( uv ). Since the operator K2

is Sturm–Liouvile and its kernel v∗x has no sign change because v∗ is monotone, we infer that
K2 has no eigenvalue with positive real part. It follows that Reλ ≤ 0 or v = 0. If v = 0
then the u–equation of the eigenvalue problem for L(0) is equivalent to the eigenvalue problem
K1u = λu. Since the operator K1 is in divergence form, we have that K1 has no eigenvalue
with positive real part. Indeed, any eigenvalue with positive real part would give rise to an
exponentially growing solution of ut = K1u that is also exponentially localized in space, so that
‖u(t)‖L1 would be growing exponentially. On the other hand, the semigroup generated by K1

is a contraction in L1, as can readily be seen by using the fact that
∫
u is conserved, splitting

initial conditions into positive and negative parts, and exploiting positivity of the solution.
This shows that there are no eigenvalues with positive real part and concludes the proof of the
lemma.

Using the same Sturm–Liouvile theory arguments one can show that the same result is true in
the case when b ≡ 0.

Lemma 4.4. Under the assumptions of Theorem 1.1, the layers in the system (1.1) for b(u∗) =
0 are stable, that is, L has no eigenvalue with positive real part.

4.3 The kernels of L and L∗

We note that the functions in the kernels of L and L∗ are smooth functions for any choice
of function space considered here. Thus, we begin by investigating the solutions of the ODE
system

a∗ux + (a′(u∗)u∗x − b′(u∗)v∗x)u− b∗vx = 0; (4.3)

vxx + δ0u+ g′(v∗)v = 0. (4.4)

The kernel of L can be described as follows.

Lemma 4.5. Under the assumptions of Theorem 1.1, the following assertions are true:
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(i) If δ0 6= 0 the kernel of L in BUC(R,C2) is spanned by (u∗x, v
∗
x)T;

(ii) If δ0 = 0 the kernel of L in BUC(R,C2) is spanned by (u∗x, v
∗
x)T and (∂µϕ(v∗, µ0), 0)T.

Proof. First, we note that for any v ∈ BUC1(R), u = b∗

a∗ v is a solution of (4.3). Thus, we
can solve (4.3) for u in terms of v as follows:

u = w +
b∗

a∗
v, (4.5)

where w is a solution of the equation

a∗wx + (a′(u∗)u∗x − b′(u∗)v∗x)w = 0. (4.6)

Dividing this equation by a∗ ≥ a0 > 0 and using the fact that u∗x = b∗

a∗ v
∗
x, we conclude that w

satisfies the equation

wx =
[( b
a

)′
(u∗)v∗x

]
w. (4.7)

Since u∗ = ϕ(v∗, µ0) and ∂µϕ(·, µ0) 6= 0 is a solution of the Cauchy Problem (2.4), we infer that
w = c∂µϕ(v∗, µ0) for some complex constant c. It follows that

u = c∂µϕ(v∗, µ0) +
b∗

a∗
v. (4.8)

Substituting into (4.4) we obtain that v satisfies the equation

vxx + ∂vH(v∗, µ0)v = −cδ0∂µϕ(v∗, µ0). (4.9)

Next, we note that the equation

vxx + ∂vH(v∗, µ0)v = 0 (4.10)

is the variational equation of vxx + H(v, µ0) = 0. Thus, all bounded solutions of (4.10) are of
the form v = βv∗x for some complex constant β. Moreover, since v∗x is exponentially decaying
at ±∞ we have that equation (4.9) has a bounded solution on R if and only if∫

R

(
cδ0∂µϕ(v∗, µ0)

)
v∗x = 0. (4.11)

From Lemma 2.1(i) we know that ∂µϕ(v∗, µ0) > 0 and since v∗x does not change sign, we
conclude that the existence condition given in (4.11) is equivalent to cδ0 = 0. It follows that
equation (4.9) is the same as equation (4.10) and thus v = βv∗x.

Case 1, δ0 6= 0: In this case the solvability condition of equation (4.9) is equivalent to c = 0.
From (4.8) it follows that u = β b

∗

a∗ v
∗
x = βu∗x, proving that the kernel of L in BUC(R,C2) is

spanned by (u∗x, v
∗
x)T.

Case 2, δ0 = 0: From (4.8) it follows that u = c∂µϕ(v∗, µ0) + β b
∗

a∗ v
∗
x = c∂µϕ(v∗, µ0) + βu∗x,

proving the lemma.
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We next address the kernel of the adjoint L∗. Here and throughout, the adjoint is taken with
respect to the L2-pairing. Elements in the kernel then solve the ODE system

(a∗ux)x −
(
a′(u∗)u∗x − b′(u∗)v∗x

)
ux + δ0v = 0; (4.12)

−(b∗ux)x + vxx + g′(v∗)v = 0. (4.13)

Next, we recall the definition of the Hilbert space L2
η(R,C2) or, more generally L2(R, ω(x)dx).

The weighted space L2(R,C2, ω(x)dx), with weight function ω(x) and norm

‖u‖2ω =
∫

R
|u(x)|2ω(x)dx,

is the space of all measurable functions with finite ‖ ·‖ω norm. Here L2
η(R,C2) is L2(R, ω(x)dx)

with ω(x) = e2η|x|. Considering L as a densely defined, closed unbounded operator on L2
η(R,C2),

its adjoint L∗ is a closed, densely defined unbounded operator on the dual of L2
η(R,C2), which,

using the L2-pairing, can be identified with L2
−η(R,C2).

Lemma 4.6. Under the assumptions of Theorem 1.1, the kernel of L∗ in L2
−η(R,C2), η > 0

sufficiently small, is spanned by (1, 0)T, (U1, 0)T and (U2, v
∗
x)T, where U ′1 = 1

a∗∂µϕ(v∗,µ0) , U ′2 =
−M

a∗∂µϕ(v∗,µ0) and M ′ = δ0∂µϕ(v∗, µ0)v∗x.

Proof. Multiplying equation (4.12) by b∗

a∗ and then adding it to equation (4.13), we obtain
the equation

vxx + ∂vH(v∗, µ0)v = 0,

that is, v satisfies equation (4.10). As shown in Lemma 4.5, it follows that v = βv∗x for some
complex constant β. Using equation (4.12) it follows that

(a∗ux)x −
(
a′(u∗)u∗x − b′(u∗)v∗x

)
ux + δ0βv

∗
x = 0.

Making the change of variables w = a∗ux we obtain the equation

wx −
a′(u∗)u∗x − b′(u∗)v∗x

a∗
w + δ0βv

∗
x = 0. (4.14)

Next, we note that, for β = 0, the above equation is the adjoint equation of (4.7). Thus, we
conclude that the solution of (4.14) is given by

w = α(∂µϕ(v∗, µ0))−1 − β(∂µϕ(v∗, µ0))−1M, (4.15)

where α is a complex constant and M
′ = δ0∂µϕ(v∗, µ0)v∗x. We infer that u = c + αU1 + βU2,

where U ′1 = 1
a∗∂µϕ(v∗,µ0) , U ′2 = −M

a∗∂µϕ(v∗,µ0) , proving the lemma.

Remark 4.7. The functions U1 and U2 have linear growth when δ0 6= 0. Moreover, if δ0 = 0,
we can choose M = 0 and U2 = 0. In particular, the kernel of L∗ in BUC(R,C2) is one-
dimensional whenever δ0 6= 0 and two-dimensional for δ0 = 0, the same dimensions that we
computed for the kernel of L, even though L is not Fredholm in BUC(R,C2).

19



4.4 The Fredholm properties on weighted spaces

As we saw earlier, 0 ∈ σess(L) when L is considered in L2. This precludes a direct perturbation
approach via Lyapunov-Schmidt reduction to the eigenvalue problem. In this section we prove
that L is Fredholm on exponentially weighted spaces. This result is crucial for the later sections
were we use Lyapunov-Schmidt reduction to construct a bifurcation function that tracks the
eigenvalues of L.

Lemma 4.8. There exists η∗ > 0 such that for all η ∈ (0, η∗), L is Fredholm on L2
η(R,C2) with

index ind(L) = −2.

Proof. The proof follows closely [22]. The main idea is to show that we can transform the
problem at hand to a Fredholm problem for a second order differential operator on L2(R,C2)
with no weight. Then, we construct a first order differential operator on L2(R,C4) whose
Fredholm properties coincide with those of L. Finally, we use Palmer’s results from [20, 21] to
compute the Fredholm index.

Let η > 0 and let ψ ∈ C∞(R) be a smooth function satisfying the conditions: ψ(x) = e−η|x|

for all x ∈ R with |x| ≥ 1 and inf |x|≤1 ψ(x) > 0. One can easily check that L2
η(R,C2) =

L2(R,C2, [ψ(x)]−2dx) with equivalent norms ‖ · ‖L2
η

and ‖ · ‖L2
ψ−2

.

Next, define the isomorphism Uψ : L2(R,C2) → L2
η(R,C) by Uψw = ψw. One readily verifies

that Uψ is a bounded, invertible operator with bounded inverse. In consequence, the operator
L is Fredholm on L2

η(R,C2) if and only if Lψ = U−1
ψ LUψ is Fredholm on L2(R,C2) and their

indices coincide.

From (3.1) we know that L = D(x)∂2
x +M(x)∂x +N(x), which implies that

Lψ = D(x)
(
∂x +

ψ′(x)
ψ(x)

)2
+M(x)

(
∂x +

ψ′(x)
ψ(x)

)
+N(x).

Next, we define the matrix-valued functions A,Aψ : R→ C4×4 by

A(x) =

[
02 I2

−D(x)−1N(x) −D(x)−1M(x)

]

Aψ(x) =

[
02 I2

−D(x)−1N(x)− ψ′(x)
ψ(x) D(x)−1M(x)− ψ′′(x)

ψ(x) −D(x)−1M(x) + 2ψ
′(x)
ψ(x)

]
,

where 02 =

[
0 0
0 0

]
and I2 =

[
1 0
0 1

]
. From [26, Theorem A2] it follows that Lψ is Fredholm on

L2(R,C2) if and only if Tψ = ∂x − Aψ(x) is Fredholm on L2(R,C4) and their indices coincide.
Let Jψ : R→ C4×4 be the matrix-valued function defined by

Jψ(x) =

[
I2

(
1− ψ′(x)

ψ(x)

)
I2

02 I2

]
.

Since Jψ is continuous on R and det Jψ(x) = 1 for all x ∈ R, we infer that the operator of
multiplication by Jψ is bounded, invertible with bounded inverse on L2(R,C4). Using this
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transformation, one can see that Tψ is conjugate to T̃ψ = ∂x + ψ′(x)
ψ(x) I4 − A(x). Hence, L is

Fredholm on L2
η(R,C2) if and only if T̃ψ is Fredholm on L2(R,C4).

Using Remark 3.1, we obtain that

A(x) −−−−→
|x|→∞

A±, where A± =

[
02 I2

−(D±)−1N± 02

]
.

Using Palmer’s classical results, from [20, 21] we know that the operator T̃ψ is Fredholm if and
only if A±,η := limx→±∞ (A(x)− ψ′(x)

ψ(x) I4) are hyperbolic, and its Fredholm index is given by
the difference of the Morse indices,

ind(T̃ψ) = i(A−,η)− i(A+,η).

The eigenvalues of A± are ±
√
− b±

a± δ0 − g′(v±) = ±
√
−∂vH(v±, µ0) with multiplicity 1 and 0

with multiplicity 2. Since limx→±∞
ψ′(x)
ψ(x) = ∓η we obtain that A±,η = A± ± ηI4.

Define η∗ = 1
2 min

{√
−∂vH(v+, µ0),

√
−∂vH(v−, µ0)

}
> 0. We infer that A±,η are hyperbolic,

and the dimension of the unstable subspaces are the Morse indices i(A−,η) = 1 and i(A+,η) = 3
for all η ∈ (0, η∗). This shows that T̃ψ is Fredholm with index ind(T̃ψ) = −2, proving the
lemma.

4.5 Asymptotics of eigenfunctions

Let L± = D±∂2
x+N± and consider the eigenvalue problems associated with L± on R±, respec-

tively: {
a±uxx + b±vxx = λu, x ∈ R±,
vxx + δ0u+ g′(v±)v = λv, x ∈ R±.

(4.16)

We define the linear dispersion relations by

Λ±(λ, ν) =

[
a±ν2 − λ b±ν2

δ0 ν2 + g′(v±)− λ

]
and d±(λ, ν) = det Λ±(λ, ν).

Lemma 4.9. The following assertions are true:

(i) If Reλ > 0 then equation d±(λ, ν) = 0 has two roots, ν± and ρ±, with Re ν± > 0 and
Re ρ± > 0;

(ii) Setting λ = γ2, ν± and ρ± are analytic in γ on a neighborhood of 0 and

ν±(γ) =

√
g′(v±)

a±g′(v±) + δ0b±
γ +O(γ2), ρ±(γ) =

√
−∂vH(v±, µ0) +O(γ2). (4.17)

Proof. (i) From Lemma 3.2 we have that

σess(L) = {λ ∈ C : ∃τ ∈ R, d+(λ, iτ) = 0 or d−(λ, iτ) = 0}.
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and since in this section we assumed that Reσess(L) ≤ 0, we obtain that

d±(λ, iτ) 6= 0 for all τ ∈ R, λ ∈ C with Reλ > 0. (4.18)

Moreover, since Λ±(λ, ν) depends only on ν2 it follows that the equation d±(λ, ν) = 0 has
exactly two roots ν± and ρ±, with Re ν± > 0 and Re ρ± > 0.

(ii) Equation d±(0, ν) = 0 has 0 as a double root and ±
√
−∂vH(v±, µ0) as simple roots.

Expanding the simple roots in γ2 we conclude ρ±(γ) =
√
−∂vH(v±, µ0) + O(γ2). Expanding

d±(γ2, ν) in γ2 we obtain that

ν2
(
a±g′(v±) + δ0b

±
)

= g′(v±)γ2 +O(γ4) +O(ν4). (4.19)

At this point, the lemma follows shortly using Newton’s polygon.

Lemma 4.10. Setting λ = γ2, the following assertions are true:

(i) If Reλ > 0 the solutions of (4.16) bounded at ±∞ are of the form

(u(x), v(x))T = c1α±(γ)e∓ν±(γ)x + c2ζ±(γ)e∓ρ±(γ)x,

where c1, c2 ∈ C and α±(γ), ζ±(γ) ∈ C2;

(ii) The function α± is analytic in γ in a neighborhood of 0. Moreover, α± has the following
expansion

α±(γ) = (−g′(v±), δ0)T +O(γ2).

Proof. Assertion (i) follows directly from Lemma 4.9(i). Using the expansion for ν± and the
ansatz α±(γ) = (−g′(v±), δ0)T + α±2 (γ) in the eigenvalue equation we obtain that

α±2 (γ) = (γ2 − ν±(γ)2, 0)T = O(γ2),

proving the lemma.

Remark 4.11. Lemmas 4.5–4.10 are valid for L(δ) for all δ between 0 and δ0 and the functions
ν± and α± above can be extended to smooth functions on δ, denoted ν̂±and α̂±. Moreover,

ν̂±(γ, δ) =

√
g′(v±) + (δ0 − δ) b

±

a±

a±g′(v±) + δ0b±
γ+O(γ2), α̂±(γ, δ) =

(
−g′(v±) + (δ− δ0)

b±

a±
, δ
)T

+O(γ2).

(4.20)
This fact follows from the smoothness of eigenfunctions and eigenvectors of the asymptotic
problem.

5 Setting up the bifurcation problem

In this section we investigate the eigenvalue problem for L in a neighborhood of 0. We recast
the eigenvalue problem on L2(R,C2) as a generalized eigenvalue problem on exponentially
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weighted spaces L2
η(R,C2) and show that the eigenvalue problem near λ = 0 can be recast as

a bifurcation problem that is analytic in
√
λ and can be approached using Lyapunov–Schmidt

reduction. Throughout this section we assume the hypotheses of Theorem 1.1, that is, we
assume that (1.5) has an exponentially localized layer solution (u∗, v∗) at δ = δ0. As shown
in Section 2, equation (2.7) then has a layer solution at δ = δ0 for some fixed µ = µ0 and
u∗ = ϕ(v∗, µ0).

To solve the eigenvalue problem (
L − γ2

)(u
v

)
= 0, (5.1)

we use the ansatz

(u(x), v(x))T = w(x) + β1α+(γ)χ+(x)e−ν+(γ)x + β2α−(γ)χ−(x)eν−(γ)x. (5.2)

where w ∈ L2
η(R,C2), β1, β2 ∈ C, and ν±(·), α±(·) are defined in Lemma 4.9 and Lemma 4.10,

respectively. Here χ+(x) = 1+ρ(x)
2 , where ρ ∈ C∞(R) is a smooth even function satisfying

ρ(x) = −1 for all x ≤ −1, ρ(x) = 1 for all x ≥ 1 and χ−(x) = 1− χ+(x).

Let ε0 > 0 be small enough such that ν± and α± are analytic on B(0, ε0), the open complex
ball centered at 0 and of radius ε0, as shown in Lemma 4.9 and Lemma 4.10, respectively. For
γ ∈ B(0, ε0) and η ∈ (0, η∗), we define T (γ) : H2

η (R,C2)× C2 → L2
η(R,C2) by

T (γ)(w, β1, β2)T =
(
L − γ2

)[
w + β1α+(γ)h+(γ) + β2α−(γ)h−(γ)

]
. (5.3)

Here, [h±(γ)](x) = χ±(x)e∓ν±(γ)x. In the next few lemmas we will prove that T is well defined
and analytic on a neighborhood of 0. First, we will show that h± are analytic in the following
sense:

Lemma 5.1. Under the assumptions of Theorem 1.1, there is ε0 small enough such that the
functions h± : B(0, ε0)→ H2

−η(R,C) are analytic for 0 < η < η∗.

Proof. Since the functions ν± and α± are analytic on B(0, ε0) and ν±(0) = 0, it follows that
we can choose ε0 > 0 sufficiently small such that

|ν±(γ)| ≤ η

2
and |α±(γ)| ≤M for all γ ∈ B(0, ε0). (5.4)

where M > max
{
|α+(0)|+ 1, |α−(0)|+ 1

}
. From these estimates we obtain that∣∣[h±(γ)](x)

∣∣ ≤ |α±(γ)| eRe ν±(γ)|x| ≤Meη/2|x| for all γ ∈ B(0, ε0), x ∈ R. (5.5)

Using this last estimate, we infer that h±(γ) ∈ L2
−η(R,C) for all γ ∈ B(0, ε0). To prove the

lemma, we will prove first that h± : B(0, ε0) → L2
−η(R,C) are analytic. Using again (5.5)

together with Lebesgue’s Dominated Convergence Theorem we have that h± : B(0, ε0) →
L2
−η(R,C) are continuous. To show that h± are analytic it is enough to show that they are
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weakly analytic. To prove this last statement, for f ∈ L2
η(R,C) let hf± = 〈h±(·), f〉L2 and let R

a rectangle contained in B(0, ε0). We integrate on the boundary of R using Fubini’s Theorem:∮
∂R
hf±(γ)dγ =

∫
R

(∮
∂R

(
e∓ν±(γ)x

)
dγ
)
f(x)dx = 0.

This concludes the proof of analyticity of the maps h± : B(0, ε0) → L2
−η(R,C). Furthermore,

we note that ∂x(h±) and ∂2
x(h±) are linear combinations of products of χ(k)

± , ν1(γ)j and h±(γ),
k, j = 0, 1, 2, which concludes the proof of the lemma.

Lemma 5.2. Under the assumptions of Theorem 1.1, the map T (·) is well–defined and analytic
on B(0, ε0).

Proof. To prove the lemma it is enough to show that the maps T± : B(0, ε0) → L2
η(R,C2)

defined by
T±(γ) = (L − γ2)(α±(γ)h±(γ)), (5.6)

are well–defined and analytic. We start by introducing functions D∞, N∞ : R→ C2×2 by

D∞(x) =

{
D+ if x ≥ 0
D− if x < 0

N∞(x) =

{
N+ if x ≥ 0
N− if x < 0

and L∞ = D∞(x)∂2
x + N∞(x). Also, we consider ψ ∈ C∞(R), such that 0 ≤ ψ ≤ 1, ψ(x) = 1

for all x ∈ [−1, 1] and ψ(x) = 0 for all x ∈ R with |x| ≥ 2. Since χ±(x) = 0 for ±x ≥ 1 and
since from Lemma 4.10 we know that α±(γ)e∓ν±(γ)x is a solution of equation (4.16), we have
that [

(L∞ − γ2)(α±(γ)h±(γ))
]
(x) = 0 for all x ∈ R with |x| ≥ 1. (5.7)

Moreover, since ψ′(x) = ψ′′(x) = 0 for all x ∈ [−1, 1] we have that

χ[−1,1]L∞(ψw) = χ[−1,1]L∞w for all w ∈ H2
loc(R,C2), (5.8)

where χ[−1,1] is the characteristic function of the interval [−1, 1]. From (5.7) and (5.8) we have
that

(L∞ − γ2)(α±(γ)h±(γ)) = χ[−1,1](L∞ − γ2)(α±(γ)h±(γ)) = χ[−1,1](L∞ − γ2)(ψα±(γ)h±(γ))
(5.9)

for all γ ∈ B(0, ε0). Since L − L∞ is a second order differential operator with matrix–valued
coefficients that decay exponentially at ±∞, it follows that

L − L∞ is bounded from H2
−η(R,C2) to L2

η(R,C2). (5.10)

Next, we denote by Mψ the operator of multiplication by ψ. Since ψ ∈ C∞(R) has compact
support, we infer that

Mψ is bounded from H2
−η(R,C2) to H2

η (R,C2). (5.11)
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Using (5.9) we obtain that

T±(γ) = (L − L∞)(α±(γ)h±(γ)) + (L∞ − γ2)(Mψα±(γ)h±(γ)). (5.12)

From (5.10), (5.11) and (5.12) it follows that T±(γ) ∈ L2
η(R,C2) for all γ ∈ B(0, ε0), which

proves that the maps T± are well–defined. The analyticity of T± follows from Lemma 5.1,
(5.10), (5.11) and (5.12).

Remark 5.3. The operator T (0) : H2
η (R,C2)×C2 → L2

η(R,C2) is Fredholm with index 0. The
proof follows directly from Lemma 4.8 and a bordering lemma for Fredholm operators.

In the next lemma we prove the connection between the eigenvalue problem for L and T .

Lemma 5.4. Under the assumptions of Theorem 1.1, the following assertion is true: if γ ∈
B(0, ε0) and Re (γ2) > 0 then

γ2 ∈ σpoint(L) if and only if 0 ∈ σpoint(T (γ)).

Proof. First, we note that if 0 ∈ σpoint(T (γ)) then γ2 ∈ σpoint(L) since the kernel of T (γ)
readily yields eigenfunctions of L using (5.2).

Next, we show that the eigenvectors are necessarily of the form described in the ansatz (5.2).
That is, we need to show that L − γ2 : H2(R,C2) → L2(R,C2) is invertible provided that
0 /∈ σpoint(T (γ)) and Re (γ2) > 0.

If Re (γ2) > 0 we have that γ2 /∈ σess(L), which implies that L − γ2 : H2(R,C2) → L2(R,C2)
is Fredholm with index 0. Thus, to prove the lemma it is enough to show that the equation(

L − γ2
)(u

v

)
=

(
f1

f2

)
, (5.13)

has solutions for every choice of (f1, f2)T in a dense subspace of L2(R,C2), for example
L2
η(R,C2). Since T (0) is Fredholm index 0, by Remark 5.3, and since T (·) is analytic on

B(0, ε0), by Lemma 5.2, we infer that we can choose ε0 > 0 small enough such that T (γ) is
Fredholm with index 0 for all γ ∈ B(0, ε0). Since, in addition, 0 /∈ σpoint(T (γ)), it follows that
equation (5.13) has a unique solution of the form (5.2) for any (f1, f2)T ∈ L2

η(R,C2), proving
the lemma.

The results proven so far in this section allow us to apply the Lyapunov–Schmidt reduction to
T (·) and obtain a bifurcation function that tracks the eigenvalues of L with positive real part.
To conclude this section, we compute the kernels of T (0) and T (0)∗.

Remark 5.5. Let u ∈ C2(R,C2) be a smooth function such that Lu ∈ L2
η(R,C2) and suppose

that u and 〈D(·)u′, f〉 have finite limits at ±∞ for all f ∈ kerL∗, where L∗ is considered on
L2
−η(R,C2). Then, integrating twice by parts, and using Lemma 4.6 we obtain:

〈Lu, f〉L2 = 〈D(·)u′, f〉
∣∣∣∞
−∞
− 〈D(·)u, f ′〉

∣∣∣∞
−∞

.
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Lemma 5.6. Under the assumptions of Theorem 1.1, the following assertions is true:

(i) If δ0 6= 0 then the kernel of T (0) on H2
η (R,C2) × C2 is spanned by (u∗x, v

∗
x, 0, 0)T, while

the kernel of T (0)∗ on L2
−η(R,C2) is spanned (1, 0)T;

(ii) If δ0 = 0 then the kernel of T (0) on H2
η (R,C2) × C2 is spanned by (u∗x, v

∗
x, 0, 0)T and(

∂µϕ(v∗, µ0) − ∂µϕ(v+, µ0)χ+ − ∂µϕ(v−, µ0)χ−, 0,−∂µϕ(v+,µ0)
g′(v+)

,−∂µϕ(v−,µ0)
g′(v−)

)T
, while the

kernel of T (0)∗ on L2
−η(R,C2) is spanned (1, 0)T and (0, v∗x)T.

Proof. We start the proof by computing T (0)∗. Since

T (0)(w, β1, β2)T = L
(
w + β1α+(0)h+(0) + β2α−(0)h−(0)

)
,

we obtain that

T (0)∗(f1, f2)T =
(
L∗(f1, f2)T, 〈(f1, f2)T,L(α+(0)h+(0))〉L2 , 〈(f1, f2)T,L(α−(0)h−(0))〉L2

)T

(5.14)
for all (f1, f2)T ∈ L2

−η(R,C2). It follows that (f1, f2)T ∈ ker T (0)∗ on L2
−η(R,C2) if and only if

(f1, f2)T ∈ kerL∗ on L2
−η(R,C2) and 〈(f1, f2)T,L(α±(0)h±(0))〉L2 = 0. (5.15)

From Lemma 4.6 we know that the elements of the kernel of L∗ on L2
−η(R,C2) are of the form

(f1, f2)T = c1(1, 0)T + c2(U1, 0)T + c3(U2, v
∗
x)T, (5.16)

for some complex constants, cj , j = 1, 2, 3. Using Remark 5.5 we compute

〈L(α±(0)h±(0)), (1, 0)T〉L2 = 0, 〈L(α±(0)h±(0)), (U1, 0)T〉L2 = ±a
±g′(v±) + δ0b

±

a±∂µϕ(v±, µ0)
;

〈L(α±(0)h±(0)), (U2, v
∗
x)T〉L2 = ±a

±g′(v±) + δ0b
±

a±∂µϕ(v±, µ0)
M
±
,

where M+ = δ0

∫
R
∂µϕ(v∗, µ0)v∗x and M

− = 0.

From (5.15) it follows that (f1, f2)T belongs to the kernel of T (0) if it satisfies (5.16) and

0 = 〈(f1, f2)T,L(α+(0)h+(0))〉L2 =
a+g′(v+) + δ0b

+

a+∂µϕ(v+, µ0)

(
c2 + c3δ0

∫
R
∂µϕ(v∗, µ0)v∗x

)
0 = 〈(f1, f2)T,L(α−(0)h−(0))〉L2 = −a

−g′(v−) + δ0b
−

a−∂µϕ(v−, µ0)
c2.

From the properties of H, Lemma 2.2, it follows that c2 = 0 and δ0c3 = 0, which implies that

(i) If δ0 6= 0 then the kernel of T (0)∗ is spanned by (1, 0)T

(ii) If δ0 = 0 then the kernel of T (0)∗ is spanned by (1, 0)T and (U2, v
∗
x)T = (0, v∗x)T.
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Moreover, since (u∗x, v
∗
x)T ∈ kerL one can easily check that

(u∗x, v
∗
x, 0, 0)T ∈ ker T (0). (5.17)

In addition, from Remark 5.3 we know that T (0) is Fredholm with index 0, which implies that

dim(ker T (0)) =

{
1 if δ0 6= 0
2 if δ0 = 0

(5.18)

If δ0 = 0, from Lemma 4.5 we know that (∂µϕ(v∗, µ0), 0)T ∈ kerL in BUC(R,C2) which implies
that(
∂µϕ(v∗, µ0)− ∂µϕ(v+, µ0)χ+ − ∂µϕ(v−, µ0)χ−, 0,−

∂µϕ(v+, µ0)
g′(v+)

,−∂µϕ(v−, µ0)
g′(v−)

)T
∈ ker T (0).

(5.19)
At this point, the lemma follows shortly from (5.17), (5.18) and (5.19).

Lemma 5.7. The results of this section remain true if we replace L with L(δ), where δ is the
homotopy parameter between 0 and δ0. Moreover, the function T can be extended to a smooth
function on δ, T̂ (γ, δ) : H2

η (R,C2)× C2 → L2
η(R,C2) defined as follows:

T̂ (γ, δ)(w, β1, β2)T =
(
L(δ)− γ2

)[
w + β1α̂+(γ, δ)ĥ+(γ, δ) + β2α̂−(γ, δ)ĥ−(γ, δ)

]
. (5.20)

Here [ĥ±(γ, δ)](x) = χ±(x)e∓ν̂±(γ,δ)x and we recall the definition of α̂± and ν̂± in (4.20).

Proof. By construction of the homotopy, properties of the layers are preserved from δ = 1
to δ = 0. This implies that L(δ) possesses the same properties as L. To establish smoothness
(in fact analyticity) in δ, first, note that L(δ) has an affine dependence on δ. Thus, we infer
that the smooth dependence of T̂ on δ follows from the smooth dependence of α̂± and ν̂± on
δ. The latter was settled in Remark 4.11.

6 Lyapunov–Schmidt reduction and eigenvalue problems

In this section we move our attention to a general abstract result needed to solve the eigenvalue
problems for L and L(δ). We will show how to apply the Lyapunov–Schmidt reduction method
to solve generalized eigenvalue problems. Let X and Y be two complex Hilbert spaces, Ω ⊆ Rm

a neighborhood of 0 and assume S : B(0, ε0)× Ω→ B(X,Y ) is an analytic function such that

(S1) S(0, 0) is Fredholm with index 0;

(S2) kerS(0, 0) = {xj : j = 1, . . . , d};

(S3) kerS(0, 0)∗ = {yj : j = 1, . . . , d}.
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Here, by B(0, ε0) we denote the complex ball centered at 0 of radius ε0 and by B(X,Y ) the
space of all bounded linear operators from X to Y . The main purpose of this section is to
discuss the generalized eigenvalue problem in the eigenvalue parameter γ ∈ B(0, ε0) ⊂ C,

S(γ, δ)x = 0, (γ, δ) ∈ B(0, ε0)× Ω (6.1)

and show how one can use the Lyapunov–Schmidt reduction method to construct an analytic
bifurcation function that detects the eigenvalues of (6.1). Let Z = kerS(0, 0)⊥ and let Q0 be
the orthogonal projection onto imS(0, 0). It follows that equation (6.1) is equivalent to the
generalized eigenvalue system{

Q0S(γ, δ)x = 0,
〈S(γ, δ)x, yj〉 = 0, j = 1, . . . , d.

(6.2)

In the system above we make the substitution x = z +
∑d

j=1 ajxj , z ∈ Z, a1, . . . , ad ∈ C and
solve the first equation for z using the Implicit Function Theorem. Therefore, we introduce
first the function F : Z × Cd ×B(0, ε0)× Ω→ imS(0, 0) by

F (z, a1, . . . , ad, γ, δ) = Q0S(γ, δ)
(
z +

d∑
j=1

ajxj

)
. (6.3)

Also, denote by ej , j = 1, . . . , d, the vectors of the canonical basis of Rd.

Lemma 6.1. Assume S : B(0, ε0)×Ω→ B(X,Y ) is an analytic function satisfying conditions
(S1)− (S3).

(i) After eventually shrinking B(0, ε0)×Ω, there are analytic functions z1, . . . , zd : B(0, ε0)×
Ω→ Z such that

(z1) zj(0, 0) = 0, j = 1, . . . , d;

(z2) locally, the equation F (z, ej , γ, δ) = 0 has the unique solution z = zj(γ, δ) for any
j = 1, . . . , d;

(ii) The partial derivatives of the functions zj, j = 1, . . . , d can be computed by the formulas

∂zj
∂γ

(0, 0) = −
(
Q0S(0, 0)|Z

)−1
Q0

∂S

∂γ
(0, 0)xj ,

∂zj
∂δk

(0, 0) = −
(
Q0S(0, 0)|Z

)−1
Q0

∂S

∂δk
(0, 0)xj

for all j = 1, . . . , d, k = 1, . . . ,m. If ∂zj
∂γ (0, 0) = 0 then

∂2zj
∂2γ

(0, 0) = −
(
Q0S(0, 0)|Z

)−1
Q0

∂2S

∂2γ
(0, 0)xj .
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Proof. To prove (i) all we need to check is that we can apply the Implicit Functions Theorem.
From (S2) it follows that

F (0, ej , 0, 0) = Q0S(0, 0)xj = 0 for all j = 1, . . . , d.

From the definition of the subspace Z and the projection Q0 it follows that ∂F
∂z (0, ej , 0, 0) =

Q0S(0, 0)|Z is an invertible operator with bounded inverse from Z to imS(0, 0). To check (ii)
one only needs to differentiate in the equation F (zj(γ, δ), ej , γ, δ) = 0.

Now we are ready to state the main result of this section:

Lemma 6.2. Assume S : B(0, ε0)×Ω→ B(X,Y ) is an analytic function satisfying conditions
(S1)− (S3). If (γ, δ) ∈ B(0, ε0)× Ω then 0 ∈ σpoint(S(γ, δ)) if and only if

E(γ, δ) = det
[
〈S(γ, δ)(xj + zj(γ, δ)), y`〉

]
1≤j,`≤d

= 0.

Proof. From Lemma 6.1 it follows that for each (γ, δ) ∈ B(0, ε0)× Ω the unique solution of
the first equation of (6.2) is z =

∑d
j=1 ajzj(γ, δ). It follows that the eigenvalue problem (6.1)

is equivalent to the system

d∑
j=1

aj〈S(γ, δ)(xj + zj(γ, δ)), y`〉 = 0, ` = 1, . . . , d,

which has a non–zero solution if and only if E(γ, δ) = 0, proving the lemma.

7 Expansions of the bifurcation function

In this section we compute the expansion of a bifurcation function E that determines the
solvability of the eigenvalue problem (5.1). We assume that (1.5) has an exponentially localized
layer solution (u∗, v∗) at δ = δ0 and that the essential spectrum of the operator L is stable.

In what follows we consider the eigenvalue problem

T (γ)(w, β1, β2)T = 0. (7.1)

on the Hilbert space H2
η (R,C2) × C2. From Lemma 6.2 we know that there is an analytic

function E : B(0, ε0) → C such that E(γ) = 0 if and only if 0 ∈ σpoint(T (γ)). In the next
lemmas we compute the leading order terms in the expansion of E.

Lemma 7.1. Under the assumptions of Theorem 1.1, and if δ0 6= 0, the bifurcation function
E has the expansion

E(γ) = c2γ
2 + c3γ

3 +O(γ4),

where c2 = −(u+ − u−) and

c3 =
ν ′+(0)a+∂µϕ(v+, µ0) + ν ′−(0)a−∂µϕ(v−, µ0)

δ0

∫
R ∂µϕ(v∗, µ0)v∗x

(
‖v∗x‖22 + 〈u∗x −

1
η

(u+ − u−)e−2η|·|, U2〉L2

)
+ ν ′−(0)a−∂µϕ(v−, µ0)〈u∗x −

1
η

(u+ − u−)e−2η|·|, U1〉L2 .
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Proof. Throughout the proof we are using the notations from Lemma 6.2. From Lemma 5.6
we have that ker T (0) is spanned by (u∗x, v

∗
x, 0, 0)T and ker T (0)∗ is spanned by (1, 0)T. It follows

that
im T (0) =

{
(f1, f2)T ∈ L2

η(R,C2) :
∫

R
f1(x)dx = 0

}
.

Since ∫
R
f1(x)dx = 〈f1, e

−2η|·|〉L2
η

for all f1 ∈ L2
η(R,C2),

we have that Q0, the projection onto im T (0) along ker T (0)∗, is given by

Q0(f1, f2)T = (f1, f2)T −
〈(f1, f2)T, (e−2η|·|, 0)T〉L2

η

〈(e−2η|·|, 0)T, (e−2η|·|, 0)T〉L2
η

(e−2η|·|, 0)T

= (f1, f2)T − 1
η
〈f1, e

−2η|·|〉L2
η
(e−2η|·|, 0)T. (7.2)

From Lemma 6.2 we know that

E(γ) =
〈
T (γ)

[
(u∗x, v

∗
x, 0, 0)T + z1(γ)

]
, (1, 0)T

〉
L2

= 〈(L − γ2)(u∗x, v
∗
x)T, (1, 0)T〉L2 + 〈T (γ)z1(γ), (1, 0)T〉L2

= −γ2〈(u∗x, v∗x)T, (1, 0)T〉L2 + 〈T (γ)z1(γ), (1, 0)T〉L2

= −(u+ − u−)γ2 + 〈T (γ)z1(γ), (1, 0)T〉L2 . (7.3)

Next, we find the expansion for z1(γ), γ ∈ B(0, ε0). From Lemma 6.1(i) we have that z1(0) = 0.
Moreover,

T ′(0)(w, β1, β2) = L
[
β1(α+h+)′(0) + β2(α−h−)′(0)

]
, (7.4)

which implies that T ′(0)(u∗x, v
∗
x, 0, 0)T = 0. From Lemma 6.1(ii) it follows that z′1(0) = 0. Thus,

z1(γ) =
1
2
z′′1 (0)γ2 +O(γ3), (7.5)

which implies that

〈T (γ)z1(γ), (1, 0)T〉L2 = 〈(T (0) + γT ′(0))z1(γ), (1, 0)T〉L2 +O(γ4)

= 〈T (0)z1(γ), (1, 0)T〉L2 +
1
2
γ3〈T ′(0)z′′1 (0), (1, 0)T〉L2 +O(γ4)

= 〈z1(γ), T (0)∗(1, 0)T〉L2 +
1
2
γ3〈z′′1 (0), T ′(0)∗(1, 0)T〉L2 +O(γ4)

=
1
2
γ3〈z′′1 (0), T ′(0)∗(1, 0)T〉L2 +O(γ4). (7.6)

From (7.3) and (7.6) it follows that c2 = −(u+ − u−). Next, we compute T ′(0) and the
components of z′′1 (0). From (7.4) it follows that

T ′(0)∗(f1, f2)T =
(

0, 〈(f1, f2)T,L(α+h+)′(0)〉L2 , 〈(f1, f2)T,L(α−h−)′(0)〉L2

)T
. (7.7)

Moreover, from Remark 5.5 we have that

〈L(α±h±)′(0), (1, 0)T〉L2 = −(δ0b
∗ + a∗g′(v±))(χ±idR)′

∣∣∣∞
−∞
· (±ν ′±(0))
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= ν ′±(0)(a±g′(v±) + δ0b
±). (7.8)

Using Lemma 6.1(ii) again, we have that

T (0)z′′1 (0) = −Q0T ′′(0)(u∗x, v
∗
x, 0, 0)T. (7.9)

We know that z′′1 (0) = (w∗0,m1,m2)T, where w∗0 ∈ H2
η (R,C2) and m1,m2 ∈ C. Using (7.6),

(7.7) and (7.8), we note that to finish the proof of the lemma it is enough to compute m1 and
m2. Since T ′′(0)(w, 0, 0)T = −2w for all w ∈ H2

η (R,C2) we obtain that

Q0T ′′(0)(u∗x, v
∗
x, 0, 0)T = −2Q0(u∗x, v

∗
x)T = −2

[
(u∗x, v

∗
x)T − 1

η
(u+ − u−)(e−2η|·|, 0)T

]
.

Plugging the above expression into (7.9), we obtain that

Lw∗0 +m1L(α+(0)h+(0)) +m2L(α−(0)h−(0)) = 2
[
(u∗x, v

∗
x)T− 1

η
(u+−u−)(e−2η|·|, 0)T

]
. (7.10)

Since w∗0 ∈ H2
η (R,C2) and (U1, 0)T, (U2, v

∗
x)T ∈ kerL∗ on L2

−η(R,C2) we infer that

〈Lw∗0, (U1, 0)T〉L2 = 0 and 〈Lw∗0, (U2, v
∗
x)T〉L2 = 0.

Taking scalar products with (U1, 0)T and (U2, v
∗
x)T, respectively, in (7.10) we obtain that

m1〈L(α+(0)h+(0)), (U1, 0)T〉L2 +m2〈L(α−(0)h−(0)), (U1, 0)T〉L2 =

= 2〈u∗x −
1
η

(u+ − u−)e−2η|·|, U1〉L2 ; (7.11)

m1〈L(α+(0)h+(0)), (U2, v
∗
x)T〉L2 +m2〈L(α−(0)h−(0)), (U2, v

∗
x)T〉L2 =

= 2〈u∗x −
1
η

(u+ − u−)e−2η|·|, U2〉L2 + 2‖v∗x‖22. (7.12)

Using Remark 5.5 we can now compute the coefficients of mj , j = 1, 2, in the equations above
as follows:

〈L(α±(0)h±(0)), (U1, 0)T〉L2 = ±a
±g′(v±) + δ0b

±

a±∂µϕ(v±, µ0)
;

〈L(α±(0)h±(0)), (U2, v
∗
x)T〉L2 = ∓a

±g′(v±) + δ0b
±

a±∂µϕ(v±, µ0)
M
±
,

where M+ = δ0

∫
R
∂µϕ(v∗, µ0)v∗x and M

− = 0.

Solving the above system for m1 and m2, we obtain the expression of the coefficient of γ3 in
the expansion of E, proving the lemma.

Remark 7.2. Lemma 7.1 is also true if we replace L with L(δ), and δ0 with δ, where here δ
belongs to a compact subinterval of the homotopy interval that stays away from 0.
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To track the behavior of eigenvalues in a neighborhood of 0, we use Lemma 5.7, in particular
the result from Lemma 5.4 for L(δ) instead of L and solve the eigenvalue problem

T̂ (γ, δ)(w, β1, β2)T = 0 (7.13)

on the Hilbert space H2
η (R,C2)×C2, where T̂ was defined in (5.20). To compute the expansion

of the bifurcation function Ê, corresponding to the eigenvalue problem (7.13), constructed by
using Lemma 6.2, we start by computing the expansion of Ê(γ, 0), which is equal to E(γ) in
the case when δ0 = 0.

Lemma 7.3. Under the assumptions of Theorem 1.1, and if δ0 = 0, the bifurcation function
E (and Ê(·, 0)) has the expansion

E(γ) = −
(

(a+)1/2∂µϕ(v+, µ0) + (a−)1/2∂µϕ(v−, µ0)
)
γ3 +O(γ4).

Proof. Similar to the previous lemma, throughout this proof we will be using the notation
from Section 6. From Lemma 5.6 we have that

ker T (0) = Sp
{
x1, x2

}
and ker T (0)∗ = Sp

{
y1, y2

}
, (7.14)

where y1 = (1, 0)T, y2 = (0, v∗x)T, x1 = (u∗x, v
∗
x, 0, 0)T and

x2 =
(
∂µϕ(v∗, µ0)− ∂µϕ(v+, µ0)χ+ − ∂µϕ(v−, µ0)χ−, 0,−

∂µϕ(v+, µ0)
g′(v+)

,−∂µϕ(v−, µ0)
g′(v−)

)T
.

From Lemma 6.2 we know that E(γ) = det(ajk(γ))1≤j,k≤2, where

ajk(γ) = 〈T (γ)(xj + zj(γ)), yk〉L2 for all j, k = 1, 2. (7.15)

We start by computing

〈T (γ)x1, y1〉L2 = 〈(L − γ2)(u∗x, v
∗
x)T, (1, 0)T〉L2 = −γ2〈(u∗x, v∗x)T, (1, 0)T〉L2

= −(u+ − u−)γ2. (7.16)

〈T (γ)x1, y2〉L2 = 〈(L − γ2)(u∗x, v
∗
x)T, (0, v∗x)T〉L2 = −γ2〈(u∗x, v∗x)T, (0, v∗x)T〉L2

= −‖v∗x‖22γ2. (7.17)

Denoting by W± = −∂µϕ(v±,µ0)
g′(v±)

and using Remark 5.5, we have that

〈L(α±h±)′(0), (1, 0)T〉L2 = (a±)1/2g′(v±),

which implies that

〈T (γ)x2, y1〉L2 = γ〈T ′(0)x2, (1, 0)T〉L2 +O(γ2)

=
〈
L
[
W+(α+h+)′(0) +W−(α−h−)′(0)

]
, (1, 0)T

〉
L2
γ +O(γ2)

=
[
W+(a+)1/2g′(v+) +W−(a−)1/2g′(v−)

]
γ +O(γ2)
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= −
[
(a+)1/2∂µϕ(v+, µ0) + (a−)1/2∂µϕ(v−, µ0)

]
γ +O(γ2). (7.18)

Similarly, from Remark 5.5 we have that

〈L(α±h±)′(0), (0, v∗x)T〉L2 = 0,

and thus,

〈T (γ)x2, y2〉L2 = γ〈T ′(0)x2, (0, v∗x)T〉L2 +O(γ2)

=
〈
L
[
W+(α+h+)′(0) +W−(α−h−)′(0)

]
, (0, v∗x)T

〉
L2
γ +O(γ2)

= O(γ2). (7.19)

From (7.4) it follows that
T ′(0)x1 = T ′(0)(u∗x, v

∗
x, 0, 0)T = 0,

which implies that z′1(0) = 0. Since, from Lemma 6.1 we have in addition that z1(0) = 0, we
infer that z1(γ) = O(γ2). Next, we estimate

〈T (γ)z1(γ), yk〉L2 = 〈T (0)z1(γ), yk〉L2 + 〈(T (γ)− T (0))z1(γ), yk〉L2

= 〈z1(γ), T (0)∗yk〉L2 + 〈(T (γ)− T (0))z1(γ), yk〉L2

= 〈(T (γ)− T (0))z1(γ), yk〉L2 = O(γ3), k = 1, 2. (7.20)

Similarly, from Lemma 6.1(i) we have that z2(0) = 0, which implies that z2(γ) = O(γ). We
estimate

〈T (γ)z2(γ), yk〉L2 = 〈T (0)z2(γ), yk〉L2 + 〈(T (γ)− T (0))z2(γ), yk〉L2

= 〈z2(γ), T (0)∗yk〉L2 + 〈(T (γ)− T (0))z2(γ), yk〉L2

= 〈(T (γ)− T (0))z2(γ), yk〉L2 = O(γ2), k = 1, 2. (7.21)

At this point, the lemma follows shortly from (7.15)–(7.21).

In the next lemma we finish the computation of the expansion of Ê.

Lemma 7.4. Under the assumptions of Theorem 1.1, the bifurcation function Ê has the ex-
pansion

Ê(γ, δ) = c2δγ
2 + c3γ

3 +O(4),

where

c2 = −(u+ − u−)
∫ v+

v−
∂µϕ(v, µ0)dv, c3 = −

[
(a+)1/2∂µϕ(v+, µ0) + (a−)1/2∂µϕ(v−, µ0)

]
‖v∗x‖22.

Proof. Like in the previous lemmas, throughout this proof we will use the notation from
Section 6. Using Lemma 5.6 again we infer that

ker T̂ (0, 0) = ker T (0) = Sp
{
x1, x2

}
and ker T̂ (0, 0)∗ = ker T (0)∗ = Sp

{
y1, y2

}
. (7.22)
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Here y1 = (1, 0)T, y2 = (0, v∗x)T, x1 = (u∗x, v
∗
x, 0, 0)T and x2 = (U−U+χ+−U−χ−, 0,W+,W−)T,

where

U = ∂µϕ(v∗, µ0), U± = ∂µϕ(v±, µ0), W± =
∂µϕ(v±, µ0)
g′(v±)

.

Applying Lemma 6.2, we infer that Ê(γ, δ) = det(âjk(γ, δ))1≤j,k≤2, where

âjk(γ, δ) = 〈T̂ (γ, δ)(xj + ẑj(γ)), yk〉L2 for all j, k = 1, 2. (7.23)

We will split each of the entries above in two parts:

b̂jk(γ, δ) = 〈T̂ (γ, δ)xj , yk〉L2 , ĉjk(γ, δ) = 〈T̂ (γ, δ)ẑj(γ), yk〉L2 for all j, k = 1, 2. (7.24)

We will compute the expansions of b̂jk and ĉjk, j, k = 1, 2, separately. First, we differentiate in
(5.20) to compute

∂δT̂ (γ, δ) = L′(δ)
[
w + β1α̂+(γ, δ)ĥ+(γ, δ) + β2α̂−(γ, δ)ĥ−(γ, δ)

]
+
(
L(δ)− γ2

)[
β1∂δ(α̂+ĥ+)(γ, δ) + β2∂δ(α̂−ĥ−)(γ, δ)

]
, (7.25)

where

L′(δ) =

[
0 0
1 − b∗

a∗

]
(7.26)

In addition, from (4.20), it follows that

∂δν̂±(0, 0) = 0, ∂δα̂±(0, 0) =
( b±
a±
, 1
)T
, ∂δ(α̂±ĥ±)(0, 0) =

( b±
a±
, 1
)T
χ±. (7.27)

Since u∗ = ϕ(v∗, µ0), from (2.3) and (7.26) we obtain that

L′(0)(u∗x, v
∗
x)T = (0, 0)T. (7.28)

Using (7.16), (7.17), (7.25) and (7.28) we obtain that

b̂11(γ, δ) = b̂11(γ, 0) + ∂δ b̂11(γ, 0)δ +O(δ2)

= 〈T (γ)x1, y1〉L2 + δ〈∂δT̂ (γ, 0)x1, y1〉L2 +O(δ2)

= −(u+ − u−)γ2 + δ〈L′(0)(u∗x, v
∗
x)T, (1, 0)T〉L2 +O(δ2)

= −(u+ − u−)γ2 +O(δ2);

b̂12(γ, δ) = b̂12(γ, 0) + ∂δ b̂12(γ, 0)δ +O(δ2)

= 〈T (γ)x1, y2〉L2 + δ〈∂δT̂ (γ, 0)x1, y2〉L2 +O(δ2)

= −‖v∗x‖22γ2 + δ〈L′(0)(u∗x, v
∗
x)T, (0, v∗x)T〉L2 +O(δ2)

= −‖v∗x‖22γ2 +O(δ2). (7.29)

Next, from Remark 5.5 and (7.27) it follows that

〈L(0)∂δ(α̂±ĥ±)(0, 0), (1, 0)T〉L2 =
〈
L(0)

( b±
a±
, 1
)T
χ±, (1, 0)T

〉
L2

= 0;
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〈L(0)∂δ(α̂±ĥ±)(0, 0), (0, v∗x)T〉L2 =
〈
L(0)

( b±
a±
, 1
)T
χ±, (0, v∗x)T

〉
L2

= 0. (7.30)

From (7.25), (7.26) and (7.30) we obtain that

∂δ b̂21(γ, 0) = ∂δ b̂21(0, 0) +O(γ) = 〈∂δT̂ (0, 0)x2, y1〉L2 +O(γ)

=
〈
L(0)

[
W+∂δ(α̂+ĥ+)(0, 0) +W−∂δ(α̂−ĥ−)(0, 0)

]
, (1, 0)T

〉
L2

+ 〈L′(0)(U, 0)T, (1, 0)T〉L2 +O(γ)

= 〈(0, U)T, (1, 0)T〉L2 +O(γ)

= O(γ);

∂δ b̂22(γ, 0) = ∂δ b̂22(0, 0) +O(γ) = 〈∂δT̂ (0, 0)x2, y2〉L2 +O(γ)

=
〈
L(0)

[
W+∂δ(α̂+ĥ+)(0, 0) +W−∂δ(α̂−ĥ−)(0, 0)

]
, (0, v∗x)T

〉
L2

+ 〈L′(0)(U, 0)T, (0, v∗x)T〉L2 +O(γ)

= 〈(0, U)T, (0, v∗x)T〉L2 +O(γ)

=
∫ v+

v−
∂µϕ(v, µ0)dv +O(γ). (7.31)

Using (7.18), (7.19) and (7.31) we conclude that

b̂21(γ, δ) = b̂21(γ, 0) + ∂δ b̂21(γ, 0)δ +O(δ2)

= −
[
(a+)1/2∂µϕ(v+, µ0) + (a−)1/2∂µϕ(v−, µ0)

]
γ +O(γ2) +O(γδ) +O(δ2);

b̂22(γ, δ) = b̂22(γ, 0) + ∂δ b̂22(γ, 0)δ +O(δ2)

=
(∫ v+

v−
∂µϕ(v, µ0)dv

)
δ +O(γ2) +O(γδ) +O(δ2). (7.32)

Since ẑj(γ, δ) ∈ H2
η (R,C2)× C2 for all γ, δ in a neighborhood of 0 and j = 1, 2, we infer that

ĉjk(γ, δ) = 〈T̂ (0, 0)ẑj(γ, δ), yk〉L2 + 〈(T̂ (γ, δ)− T̂ (0, 0))ẑj(γ, δ), yk〉L2

= 〈ẑj(γ, δ), T̂ (0, 0)∗yk〉L2 + 〈(T̂ (γ, δ)− T̂ (0, 0))ẑj(γ, δ), yk〉L2

= 〈(T̂ (γ, δ)− T̂ (0, 0))ẑj(γ, δ), yk〉L2 . (7.33)

In addition, from Lemma 6.2 and since z′1(0) = 0 we have that

ẑ1(γ, δ) = ẑ1(γ, 0) +O(δ) = z1(γ) +O(δ) = O(γ2) +O(δ);

ẑ2(γ, δ) = ẑ2(γ, 0) +O(δ) = z2(γ) +O(δ) = O(γ) +O(δ). (7.34)

From (7.33) and (7.34)

ĉ1k(γ, δ) = O(γ3) +O(γδ) +O(γ2δ) +O(δ2), ĉ2k(γ, δ) = O(γ2) +O(γδ) +O(δ2), k = 1, 2.
(7.35)

Next, we will show that the coefficient of γδ in the expansion of ĉ12(γ, δ) is 0. The latter
coefficient, denoted c0, is given by

c0 = 〈∂γ T̂ (0, 0)∂δ ẑ1(0, 0), (0, v∗x)T〉L2 = 〈T ′(0)∂δ ẑ1(0, 0), (0, v∗x)T〉L2
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= 〈∂δ ẑ1(0, 0), T ′(0)∗(0, v∗x)T〉L2 . (7.36)

From Remark 5.5 we have that〈
L(0)

(
α±(0)h±(0)

)
, (0, v∗x)T

〉
L2

= 0. (7.37)

From (7.7) it follows that T ′(0)(0, v∗x)T = 0, proving via (7.36) that c0 = 0. We infer that

ĉ11(γ, δ) = O(γ3) +O(γδ) +O(δ2)

ĉ12(γ, δ) = O(γ3) +O(γ2δ) +O(δ2)

ĉ2k(γ, δ) = O(γ2) +O(γδ) +O(δ2), k = 1, 2. (7.38)

Collecting the results from (7.29), (7.32) and (7.38) we conclude that

â11(γ, δ) = −(u+ − u−)γ2 +O(γ3) +O(γδ) +O(δ2)

â12(γ, δ) = −‖v∗x‖22γ2 +O(γ3) +O(γ2δ) +O(δ2)

â21(γ, δ) = −
[
(a+)1/2∂µϕ(v+, µ0) + (a−)1/2∂µϕ(v−, µ0)

]
γ +O(γ2) +O(γδ) +O(δ2)

â22(γ, δ) =
(∫ v+

v−
∂µϕ(v, µ0)dv

)
δ +O(γ2) +O(γδ) +O(δ2),

proving the lemma.

Lemma 7.5. Under the assumptions of Theorem 1.1, let γ∗(δ) be a simple root of Ê(γ, δ) and
Re γ∗ > 0. Then λ∗(δ) = γ2

∗(δ) is an algebraically simple eigenvalue of L(δ).

Proof. Let Â(γ, δ) = (âjk(γ, δ))1≤j,k≤2, be the matrix with entries âj,k(γ, δ) defined in
(7.23). Since det Â(γ∗(δ), δ) = Ê(γ∗(δ), δ) = 0, we have that Â(γ∗(δ), δ) possesses a kernel. In
other words, γ∗(δ) is a isolated, generalized eigenvalue of the generalized eigenvalue problem
associated with Â(γ∗(δ), δ). From [6, Theorem XI.9.1] we know that the algebraic multiplicity
of this generalized eigenvalue is equal to

1
2πi

tr
(∫

Γ∗(δ)
∂γÂ(γ, δ)Â(γ, δ)−1dγ

)
, (7.39)

where Γ∗(δ) is a small circular contour centered at γ∗(δ), anti–clockwise oriented. On the other
hand, one can easily check that

tr
(
∂γÂ(γ, δ)Â(γ, δ)−1

)
=
∂γÊ(γ, δ)
Ê(γ, δ)

. (7.40)

Since γ∗(δ) is a simple root of Ê(·, δ), from (7.39) and (7.40) we conclude that the algebraic
multiplicity of γ∗(δ) as to Â(γ(δ), δ) is 1. Thus, the meromorphic function Â(·, δ)−1 has a
1–dimensional pole of order 1 at γ∗(δ). From Lemma 6.1 and Lemma 6.2 we obtain that the
meromorphic function T̂ (·, δ)−1 has a 1–dimensional pole of order 1 at γ∗(δ). Moreover, we
have that

(L(δ)− γ2)−1

(
f1

f2

)
= V̂ (γ, δ)T̂ (γ, δ)−1

(
f1

f2

)
(7.41)
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for all

(
f1

f2

)
∈ L2

η(R,C2), where V̂ (γ, δ) : H2
η (R,C2)× C2 → H2(R,C2) is defined by

V̂ (γ, δ)(w, β1, β2)T = w + β1α̂+(γ, δ)ĥ+(γ, δ) + β2α̂−(γ, δ)ĥ−(γ, δ). (7.42)

Since the functions α̂±(·, δ) and ĥ±(·, δ) are holomorphic, we infer that the function V̂ (·, δ) is
holomorphic. This implies that (L(δ) − γ2)−1 has a simple 1-dimensional pole at γ = γ∗(δ)
when considered on L2

η(R,C2). Using again the fact that L2
η(R,C2) is dense in L2(R,C2), we

conclude that the same property holds for the resolvent on L2(R,C2). Since γ∗(δ) 6= 0, the
transformation from γ to λ =

√
γ is analytic in a neighborhood of γ∗(δ) and we conclude that

the resolvent (L(δ)− λ)−1 also has a simple 1-dimensional pole in λ, which proves the lemma.

Remark 7.6. Lemma 7.5 can readily be generalized to show that the order of roots of Ê
coincides with algebraic multiplicities of eigenvalues λ in the point spectrum of L, that is, in
the region where L − λ is Fredholm with index 0.

8 Proof of Theorem 1.1

In this section we prove the main result of this paper on the stability of layers. We begin by
showing that (1.1) has a formal gradient structure in the case when δ > 0, b(u∗) ≥ b0 > 0. We
will use this result to exclude Hopf bifurcations during the homotopy.

Remark 8.1. If δ > 0, b(u∗) ≥ b0 > 0, then (1.1) has the formal gradient structure

d
dt

(u, v)T = −M(u)∇L2E(u, v), (8.1)

where

E(u, v) =
∫

R

(
1
2δ
|vx|2 −

1
δ
G(v) + J(u)− uv

)
dx, G′ = g, j′ =

a

b
, J ′ = j; (8.2)

M(u) : H2(R,C)× L2(R,C)→ L2(R,C2), M(u) =

[
−∂x(b(u)∂x) 0

0 δ

]
. (8.3)

We note that
M(u)∗ =M(u), M(u) ≥ 0 for all u ∈ R. (8.4)

Lemma 8.2. If δ0 > 0, b(u∗) ≥ b0 > 0, there are no Hopf bifurcations during the homotopy,
that is, the eigenvalues of L(δ) are real.

Proof. From (8.1) we have that L(δ) = −MN , where M = M(u∗) and N = D2E(u∗, v∗).
From (8.4) it follows that

M∗ =M≥ 0. (8.5)

In addition, one readily checks that

N ∗ = N , kerM = {0}. (8.6)
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Next, we define Y := imM and the scalar product on Y:

〈u, v〉Y = 〈M−1u, v〉L2 for u, v ∈ Y.

Let λ ∈ C \ {0}, uλ ∈ H2(R,C2), uλ 6= 0 such that Luλ = λuλ. From the decomposition of L
it follows that λuλ = −MNuλ, which shows that u ∈ Y. From (8.6) we infer that

λ‖uλ‖2Y = 〈Luλ, uλ〉Y = 〈M−1Luλ, uλ〉L2 = −〈Nuλ, uλ〉L2

= −〈uλ,Nuλ〉L2 = −〈MM−1uλ,Nuλ〉L2 = 〈M−1uλ,−MNuλ〉L2

= 〈M−1uλ,Luλ〉L2 = 〈M−1uλ, λuλ〉L2 = λ‖uλ‖2Y .

Since uλ 6= 0 it follows that λ = λ, which implies that λ ∈ R, proving the lemma.

Proof of Theorem 1.1. First, we focus on the proof of (i). We note that from the hypothesis
we have that b(u∗) ≥ b0 > 0. Indeed, (u+ − u−)(v+ − v−) > 0 implies that u∗ is non-
constant. Moreover, u∗ = ϕ(v∗, µ0), and since ϕ(·, µ0) is the solution of an autonomous first
order differential equation, we have that u∗ is different from any zero of b. Thus, b(u∗) 6= 0 and
since b(u∗) = a(u∗)u

∗
x
v∗x
≥ 0 we conclude that b(u∗) > 0. Finally, since u∗ is bounded we have

that b0 = inf[b(u∗)] > 0.

Given that g′(v±) < 0, from Lemma 3.4 we have that the essential spectrum of L is stable.
Next, we look at the homotopy defined in (4.1) and from Lemma 4.2 we know that the essential
spectrum of L(δ) is stable for all δ ∈ [0, δ0]. In addition, from Lemma 4.3 we know that the
layer is stable at the end of the homotopy, for δ = 0. We now define i(δ) to be the number
of eigenvalues in Reλ > 0, counted with algebraic multiplicity. We have i(0) = 0. Next,
notice that the expansions in Lemma 7.1 and Remark 7.2 guarantee that E(γ) 6= 0 for γ small,
nonzero, and δ 6= 0, so that there is a neighborhood of the origin {|λ| ≤ ε(δ),Reλ ≥ 0} \ {0}
that does not contain any eigenvalues for any δ ∈ (0, δ0]. Lemma 5.7 ensures that we can choose
ε(δ) ≥ ε∗ > 0, uniformly in δ ≥ δ∗ > 0 for any δ∗ > 0. For δ ≥ 0, small, we use the expansion
from Lemma 7.3. Since b(u∗) ≥ b0 > 0 we have that c2 ≤ 0. Since c3 < 0 and δ ≥ 0, we find
that ε(δ) > ε∗ can be chosen uniformly positive for all δ ∈ [0, δ0].

Lemma 8.2 guarantees that the spectrum does not intersect the imaginary axis iR \ {0} for any
δ ∈ [0, δ0]. We can therefore find a closed curve Γ in the resolvent set,

Γ = {|λ| = ε∗,Reλ ≥ 0} ∪ {|λ| = R,Reλ ≥ 0} ∪ i[ε∗, R] ∪ i[−R,−ε∗],

R sufficiently large, so that Reλ > 0, λ ∈ σ(L(δ)) implies λ ∈ int (Γ). The Dunford integral

P (δ) =
1

2πi

∫
Γ
(λ− L(δ))−1dλ,

then gives the spectral projection on all eigenvalues with positive real part. Since P (δ) is
continuous in δ, we conclude that dim Im (P (δ)) is constant. Since P (0) = 0, this proves (i) in
Theorem 1.1.

We next prove (ii). Again, the essential spectrum is stable so that it is sufficient to track point
spectrum during the homotopy. The expansion of Ê(γ, δ) in Lemma 7.4 now yields for each
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small δ a unique simple root γ = γ∗(δ) of Ê(γ, δ) = 0 in γ > 0, which corresponds to a unique
eigenvalue λ∗(δ) in Reλ > 0. Since we have ∂γÊ(γ, δ) 6= 0 at this eigenvalue, Lemma 7.5 shows
that this eigenvalue is in fact algebraically simple.

We next consider i(δ), the number of eigenvalues counted with multiplicity in [ε∗, R]. Choosing
δ∗ and ε∗ sufficiently small, we know that ε∗ is not in the spectrum for all δ between 0 and δ0

with |δ| ≥ δ∗ and i(δ∗) = 1. Also, R sufficiently large is in the resolvent set for all δ between
0 and δ0. We claim that this implies that i(δ) is odd for all δ between 0 and δ0 with |δ| ≥ δ∗.
To see this, notice first that i(δ) is finite since the operator L(δ) − λ is Fredholm with index
zero for λ > 0. Since ε∗ and R are in the resolvent set, i(δ) can only change when eigenvalues
become complex, which leads to a change in multiplicity by even integers. This can readily be
seen by counting eigenvalues in [ε∗, R], as well as eigenvalues in {Reλ ∈ [ε∗, R], Imλ > 0} near
points δ where i(δ) changes, while exploiting that algebraic multiplicities of λ and λ̄ coincide.
In summary, we showed that i(δ0) is odd, which implies in particular that i(δ0) 6= 0, so that
there exists an eigenvalue λ > 0. This proves (ii).

Assertion (iii) follows directly from Lemma 2.2, Lemma 3.4, Lemma 4.2 and Lemma 4.4.

9 Perturbations of stable layers

In this section we prove Theorem 1.2. Assertions (i) and (ii) where proved in Lemma 2.3
and Lemma 2.6, respectively. To prove assertion (iii), first consider assume that u+ 6= u−.
Robustness of the layer, assertion (i), then guarantees that the nearby layer has the same signs
of (u+ − u−)(v+ − v−)δ0, which, using Theorem 1.1, (i)–(ii) guarantees that the nearby layer
shares the same stability properties. On the other hand, when u+ = u−, we can perturb
b 7→ b + ε to achieve u+ − u− = Kε + O(ε2) with K 6= 0, according to Lemma 2.5, which
shows that (u+ − u−)(v+ − v−)δ0 changes sign when viewed as a function of ε. Again invoking
Theorem 1.1, (i)–(ii), we find that the stability of the layer changes as ε changes sign. Similarly,
the last assertion (iv) is a consequence of the sign change of (u+ − u−)(v+ − v−)δ as δ changes
sign. This concludes the proof of Theorem 1.2.
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