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Abstract

We study existence, asymptotics, and stability of spiral waves in a driven curvature approximation, supplemented with an anchoring condition on a circle of finite radius. We analyze the motion of curves written as graphs in polar coordinates, finding spiral waves as rigidly rotating shapes. The existence analysis reduces to a planar ODE and asymptotics are given through center manifold expansions. In the limit of a large core, we find rotation frequencies and corrections starting form a problem without curvature corrections using geometric singular perturbation theory. Finally, we demonstrate orbital stability of spiral waves by exploiting a comparison principle inherent to curvature driven flow.

1 Introduction and main results

Spiral waves are both fascinating and ubiquitous in excitable and oscillatory media. They represent topological defects in the phase of spatio-temporal oscillations and act as pacemakers, sending out periodic wave trains with an intrinsic, selected frequency; see [26], [32], [33], [2], [4], and references therein. Existence of spiral waves is known only in some special cases. In oscillatory media, existence was shown in a limiting regime of balanced linear and nonlinear dispersion, first in \( \lambda - \omega \)-systems [11], [12], [13], [16], [17] and then more generally near a Hopf bifurcation in reaction-diffusion systems [30]. In the case of excitable media, there do not appear to be rigorous results on the existence of spiral waves; see however [15], [31], [3] for asymptotic results and [20] for selection recipes.

On the other hand, it was recognized early on that wave fronts are well described by purely geometric evolution equations, at least in a limit of small curvature. At leading order, one describes the evolution of a spiral arm locally as motion in a normal direction to the front with speed given by \( V + D\kappa \), where \( V \) is the speed of propagation of a planar interface, \( \kappa \) a signed curvature, and \( D > 0 \) a line tension parameter. The description of spiral waves by a single line segment is incorrect near the center of rotation, in the core region, where the line segment terminates. Alternative descriptions using two line segments, one for the wave front and one for the wave back run into similar difficulties in this core region, where front and back merge [15, 3].

We focus here on anchored spiral waves. In this situation, an inhomogeneity or a hole in the domain break the translation symmetry and the spiral filament attaches to the boundary of this core region. In the simplest scenario, the filament is attached to a circle with a fixed contact angle and rotates locally around the circle. One observes globally a filament that curls up and converges to a spiral wave with a selected frequency.

The existence of spiral waves in such a scenario appears to be well recognized in the physics literature [21, 22, 23, 36], and there are a number of more recent existence proofs in the mathematical literature.
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also for more general relations between curvature and normal velocity \[6, 7, 8, 14\]. These results are particularly concerned with situations when the spiral tip, rather than rotating on a fixed circle, follows more intricate trajectories such as epicycloids. This intriguing phenomenon, spiral meander and drift, was first related to Euclidean symmetries by Dwight Barkley in [1]. A first rigorous analysis in Claudia Wulff’s doctoral thesis \[34, 35\] identified the difficulties associated with a rigorous bifurcation analysis in a corotating frame due to apparent infinite velocities at infinity. Both this and some of her later work as well as work from other groups \[9, 27, 28, 29, 10\] analyze the complexity induced by instability or heterogeneity in the medium. Left open in those works is the relevance (or rather the apparent irrelevance) of the presence of essential spectrum on the imaginary axis: all reductions rely crucially on spectral gap assumptions, which fail for Archimedean spirals; see also [26] for a review and discussion of spectral properties.

Our work complements these results in several aspects. First, we analyze the existence problem in polar coordinates, which gives us more direct access to the shape of spirals in physical space, with a more direct relation to the partial differential equations for which the curvature flow arises as a singular limit. We also analyze the large-core limit, when the size of the hole to which the spiral attaches is large, and find expansions for the frequency of the spiral. Lastly, our coordinate choice allows us to study stability of spiral waves. The literature is surprisingly scarce on stability results for spiral waves, with conceptual considerations in [26]; see also references therein for instability mechanisms. Partial stability results based on matched asymptotics calculations are available in the case of \( \lambda - \omega \)-systems \[13\] with however little insight into nonlinear stability. In that respect the result here can be thought of as the first nonlinear stability result for spiral waves, although we recognize that the simplification of a curvature approximation and anchoring simplify the stability problems significantly without obvious generalizations to reaction-diffusion systems.

To state our main results, we consider a curve \( \gamma(t, s) \) in \( \mathbb{R}^2 \setminus \{|x| < R\} \) parameterized by arclength \( s \geq 0 \) and time \( t \) which evolves with velocity \( V + D\kappa \) in the normal direction \( N = -\gamma_{ss}/|\gamma_{ss}| \). Here, \( \kappa = \langle \gamma_{ss}, N \rangle \) is the signed curvature, \( V > 0 \) the velocity of a straight line segment, and \( D > 0 \) a coefficient modeling line tension. We assume that the curve is anchored with \( |\gamma(t, 0)| = R \) and \( \gamma_s(t, 0) \) perpendicular to the circle \( \{|x| = R\} \). We say \( \gamma(t, s) \) is rigidly rotating with frequency \( \omega \) if

\[
\gamma(t, s) = R_\omega \gamma(0, s), \quad \text{where} \quad R_\varphi = \begin{pmatrix} \cos \varphi & \sin \varphi \\ -\sin \varphi & \cos \varphi \end{pmatrix},
\]

that is, \( \omega > 0 \) corresponds to clockwise rotation; see Figure 1. Moreover, we refer to \( \gamma_0(s) = \gamma(0, s) \) as an asymptotically Archimedean spiral if its intersection with rays is asymptotically linear,

\[
R_\varphi \gamma_0(s) \cap \mathbb{R}_+ \times \{0\} = \{(r_j(\varphi), 0), j \in \mathbb{N}\}, \quad \varphi \in [0, 2\pi),
\]

with \( R \leq r_0(\varphi) < r_1(\varphi) < \ldots \), with \( r_j'(\varphi) > 0 \), and with

\[
\lim_{j \to \infty} r_{j+1}(\varphi) - r_j(\varphi) = 2\pi/\ell, \quad \text{for some} \ \ell > 0.
\]

The inverse distance \( \ell \), which is independent of \( \varphi \), is an asymptotic wavenumber. We say the Archimedean spiral is rotating outward if \( \omega > 0 \).

**Theorem 1.1** (Existence). For all \( D, V, R > 0 \), there exists an outward rotating asymptotically Archimedean spiral \( \gamma_0 \) with frequency \( \omega = \omega_{\text{sp}}(D, V) > 0 \).
Figure 1: Schematic picture of spiral filament anchored at a disc of radius $R$, evolving pointwise with velocity $\gamma_t$, with effective normal velocity given by $V + \kappa D$. The normal motion can lead to an effective rigid rotation with angular frequency $\omega$.

We restate this result in polar coordinates and give a proof in Section 3.

**Theorem 1.2** (Asymptotics — large core). For fixed $D, V > 0$, and $R \gg 1$, we have the expansion

$$\omega_{sp} = VR^{-1} - \sigma_0 2^{1/3}D^{2/3}V^{1/3}R^{-5/3} + O(R^{-7/3}), \quad \sigma_0 = 1.01879297\ldots$$

Moreover, the shape of the spiral is given explicitly through a zero-curvature approximation, formally setting $D = 0$, at leading order.

A more detailed expansion is formulated in Section 4, Theorem 4.1, also with an explicit expression for the zeroth order approximation (4.4). While the first-order term simply reflects the travel time of the line segment around the circle of radius $R$, the correction term, which reflects a slow-down of motion due to curvature effects, is less intuitive and, to our knowledge, not documented in the literature.

**Theorem 1.3** (Stability — Informal). All curves $\gamma(s)$ that are sufficiently close to $\gamma_0(s)$ constructed in Theorem 1.1 will stay close to $\gamma_0$ for all times.

We state a precise version and outline a proof in Section 5. To prepare proofs in Sections 3–5, we reformulate the curve evolution as a quasilinear parabolic equation for curves written as graphs in polar coordinates, next.

## 2 Rotating spirals in polar coordinates

We consider plane curves written as graphs in polar coordinates, with covering space $\mathbb{R}$ for the angle,

$$\Gamma = \{ \gamma(t, r) = (r \cos(\Phi(t, r)), r \sin(\Phi(t, r))) \mid r \geq R, t \geq 0 \},$$

for some smooth function $\Phi : [0, \infty) \times [R, \infty) \to \mathbb{R}$. In order to derive the evolution equation for $\Phi$ from the normal velocity $V + \kappa D$, we first compute unit tangent vector and arclength $s$ from

$$T = \frac{\gamma_r}{|\gamma_r|} = \frac{1}{\sqrt{1 + r^2 \Phi^2}} (\cos(\Phi) - r \Phi_r \sin(\Phi), \sin(\Phi) + r \Phi_r \cos(\Phi)), \quad \frac{dr}{ds} = \frac{1}{\sqrt{1 + r^2 \Phi^2}}, \quad (2.1)$$
with scalar product and induced norm from Cartesian coordinates. We orient the normal such that it points “downwards” at $r = R$, when $\Phi = 0, \Phi_r = 0$,

$$N = \frac{1}{\sqrt{1 + r^2 \Phi_r^2}} (\sin(\Phi) + r \Phi_r \cos(\Phi), -\cos(\Phi) + r \Phi_r \sin(\Phi)).$$  \hfill (2.2)$$

From this, we find the signed curvature

$$\kappa = \left< \frac{dT}{ds}, N \right> = -\frac{r \Phi_{rr} + r^2 \Phi_r^3 + 2 \Phi_r}{(1 + r^2 \Phi_r^2)^{3/2}},$$

using the Euclidean scalar product; see Figure 1, where in particular $\Phi_r = 0$ and $\Phi_{rr} > 0$ at $r = R$, so that $\kappa < 0$ in the orientation given by $N$. We find the normal velocity of the curve by projecting $\gamma_t = (-r \Phi_t \sin(\Phi), r \Phi_t \cos(\Phi))$, onto $N$ along $T$, and equating with $V + D \kappa$, which gives

$$\Phi_t = \frac{Dr \Phi_{rr} - V (1 + r^2 \Phi_r^2)^{3/2} + D r^2 \Phi_r^3 + 2 D \Phi_r}{r(1 + r^2 \Phi_r^2)}. \hfill (2.3)$$

The curve $\gamma$ is outward rotating where $\Phi_t \cdot \Phi_r < 0$. One may choose to scale space $r$ and time $t$ as

$$t = \tilde{t} D/V^2, \quad r = \tilde{r} D/V, \quad \Phi(\tilde{t}, \tilde{r}) = \Phi(t, r), \hfill (2.4)$$

to find the flow with normalized velocity and line tension $V = D = 1$,

$$\Phi_{\tilde{t}} = \frac{\tilde{r} \Phi_{\tilde{r} \tilde{r}} - (1 + \tilde{r}^2 \tilde{\Phi}_r^2)^{3/2} + \tilde{r}^2 \tilde{\Phi}_r^3 + 2 \tilde{\Phi}_r}{\tilde{r}(1 + \tilde{r}^2 \tilde{\Phi}_r^2)}. \hfill (2.5)$$

in the rescaled region $\tilde{r} > \tilde{R} = R/\sqrt{D/V}$. We state results below for the unscaled version, but will carry out proofs in the simple case $V = D = 1$.

Rigid rotation with angular velocity $\omega$ translates simply into $\Phi(t, r) = \phi(r) - \omega t$, which gives the nonlinear, second-order, non-autonomous ordinary differential in $\phi$

$$-\omega = \frac{Dr \phi_{rr} - V (1 + r^2 \phi_r^2)^{3/2} + D r^2 \phi_r^3 + 2 D \phi_r}{r(1 + r^2 \phi_r^2)}. \hfill (2.6)$$

Again, scaling $D = V = 1$ yields the scaled frequency $\omega = \tilde{\omega} V^2 / D$. We can write (2.6) as a system of first order autonomous ODEs, setting $\phi_r = \ell$, and appending $\alpha = 1/r$ as a dependent variable,

$$\begin{cases}
\ell' = -\frac{\tilde{\omega}}{D}(\alpha^2 + \ell^2) + \frac{V}{D}(\alpha^2 + \ell^2)^{3/2} - 2 \alpha^3 \ell - \alpha \ell^3, \\
\alpha' = -\alpha^4
\end{cases} \quad \left(\tau = \frac{d}{d\tau}\right), \quad \tau = (r^3 - R^3)/3. \hfill (2.7)$$

The solution $\phi(r)$ is then recovered from

$$\phi'(r) = \ell(\tau(r)), \quad \phi(r) = \int_{R}^{r} \phi'(\rho) d\rho.$$

Note that the introduction of $\alpha$ as an independent variable compactifies the phase space, including $\alpha = 0$ which corresponds to $r = \infty$. The new time $\tau$ regularizes the equation, removing singularities of the form $1/\alpha^2$ in the vector field that arises in “time” $r$.

An asymptotically Archimedean spiral in this context is represented by a solution of (2.7) that tends to an equilibrium point on the $\ell$-axis. Outward rotation, for $-\Phi_t = \omega > 0$ then corresponds to $\ell > 0$.

The solution satisfies the boundary condition $\phi'(R) = 0$ if the trajectory originates on the $\ell = 0$-axis. The next two sections will be concerned with an analysis of this system (2.7).
3 Existence of rigidly rotating spirals

We analyze (2.7) with boundary condition corresponding to the anchored core at \( r = R \), that is, \( \alpha_\ast = 1/R \). The perpendicular contact angle is encoded in \( \phi_r = 0 \), that is, \( \ell_\ast = 0 \).

We will show that \( \phi_r = \ell \) tends to an equilibrium point, that is, \( \lim_{t \to \infty} \ell(t) = \omega/V > 0 \), which indicates that the spiral is Archimedean and outward rotating in the farfield. Moreover, the core radius \( R \) uniquely determines the angular velocity \( \omega \), that is, for every \( \alpha_\ast \) there is a unique \( \omega_\ast \) that admits a solution with the above properties. We restate Theorem 1.1 in terms of the equation (2.7).

**Theorem 3.1.** Fix \( D, V > 0 \) and let \((\ell(\tau; \omega), \alpha(\tau; \omega))\) denote the solution of (2.7) with initial condition \((\ell(0), \alpha(0)) = (\alpha_\ast, 0)\) and parameter \( \omega \). We then have that for every \( \alpha_\ast > 0 \) there exists a unique \( \omega_\ast > 0 \) such that

\[
\lim_{\tau \to \infty} \ell(\tau; \omega_\ast) = \frac{\omega_\ast}{V}.
\]

Moreover, \( \omega_\ast \) is strictly increasing in \( \alpha_\ast \).

**Proof.** We find solutions to (2.7) shooting from the boundary condition \{\((\ell, \alpha)|\ell = 0\}\) to the asymptotic equilibrium \( \ell = \omega/V, \alpha = 0 \). It turns out that the asymptotic equilibrium possesses a one-dimensional center manifold and is otherwise unstable. Solutions in the center-manifold converge to the equilibrium, all other initial conditions diverge. Exploiting in addition a monotonicity in \( \omega \), this will show both existence and uniqueness. We start by constructing suitable invariant regions and then find the desired orbit using a somewhat standard inf/sup-construction.

Fix \( \alpha_\ast > 0 \), and assume \( D = V = 1 \). Define

\[
A_\omega = \left\{ (\alpha, \ell) : \ell > 2\omega \left( 1 - \frac{\alpha}{4\omega} \right), \alpha > 0, \ell > 0 \right\},
\]
\[
B_\omega = \left\{ (\alpha, \ell) : \alpha^2 + \ell^2 < \omega^2, \alpha > 0 \right\},
\]
and, writing \( \Psi(\alpha_\ast, \ell_\ast; \omega) \) for the solution \((\ell(\tau), \alpha(\tau))\) to (2.7) with initial condition \((\alpha_\ast, \ell_\ast)\) and parameter value \( \omega_\ast \),

\[
S = \{ \omega : \exists \tau \in (0, \infty) \text{ s.th. } \Psi(\alpha_\ast, 0; \omega) \in A_\omega \},
\]
\[
L = \{ \omega : \exists \tau \in (0, \infty) \text{ s.th. } \Psi(\alpha_\ast, 0; \omega) \in B_\omega \}.
\]

We note the following properties.

1. The slope of the vector field along the \( \alpha \)-axis is positive when \( \alpha_\ast < \omega \) and negative when \( \alpha_\ast > \omega \), since

\[
\left. \frac{d\ell}{d\alpha} \right|_{\ell=0} = -\frac{1}{\alpha^2}(\alpha - \omega).
\]

As a consequence, for any \( \alpha_\ast < \omega \) there exists a \( \varepsilon > 0 \) such that \( \ell(\tau; \omega) < 0 \) for \( \tau \in (0, \varepsilon] \).

Similarly, for any \( \alpha_\ast < \omega \) there exists a \( \varepsilon > 0 \) such that \( \ell(\tau; \omega) > 0 \) for \( \tau \in (0, \varepsilon] \).

2. The \( \ell \)-axis is invariant since \( \alpha' = 0 \) when \( \alpha = 0 \).

3. If \( 0 < \omega < 1 \), then \( A_\omega \) is forward invariant since for \( \alpha > 0 \),

\[
\lim_{\omega \to 0} \left. \frac{d\ell}{d\alpha} \right|_{\ell=2\omega(1 - \frac{\alpha}{4\omega})} = \frac{5^{3/2}}{8\alpha} - \frac{9}{8} < -\frac{1}{2},
\]
that is, the slope of the vector field along the line segment $\ell = 2\omega \left(1 - \frac{\alpha}{2}\right)$ is less than the slope $-1/2$ of the line segment when $\omega$ is sufficiently small. Together with (1) and (2), the claim follows immediately.

4. $B_\omega$ is forward invariant because the direction of the vector field points inward along the perimeter of the half circle $\{ (\alpha, \ell) : \alpha^2 + \ell^2 = \omega, \alpha > 0 \}$, that is,

$$\frac{d}{d\tau} (\alpha^2 + \ell^2) \bigg|_{\ell = \pm \sqrt{\omega^2 - \alpha^2}} = -\omega^2 \alpha < 0.$$ 

5. $S$ and $L$ are nonempty because $(\alpha_*, \infty) \subset S$ and $(0, \alpha_*/4) \subset L$.

6. $S$ and $L$ are open because $\Psi_\tau(\alpha_*, 0; \omega)$ depends continuously on $\omega$.

7. $S \cap L = \emptyset$ since $A_\omega$ and $B_\omega$ are forward invariant.

8. $S$ is bounded above: Take $\omega > \alpha$ and note that forward invariance of $B_\omega$ and (1) imply $\Psi_\tau(\alpha_*, 0; \omega) \notin A_\omega$ for all $\tau > 0$.

9. $L$ is bounded below: Take $\omega < \alpha/2$ and note that forward invariance of $A_\omega$ and (1) imply $\Psi_\tau(\alpha_*, 0; \omega) \notin B_\omega$ for all $\tau > 0$.

Thus, $\sup S < \infty$ and $\inf L > 0$ exist. Set $\omega_* = \inf L$ and note that $\omega_*$ has the following properties.

(i) Since $S$ and $L$ are open and disjoint, $\omega_* \notin S \cup L$ and hence $\Psi_\tau(\alpha_*, 0; \omega) \notin A_\omega \cup B_\omega$ for all $\tau > 0$.

(ii) The trajectory $\{ \Psi_\tau(\alpha_*, 0; \omega_*), \tau > 0 \}$ is contained in the bounded open region $\left( \{ (\ell, \alpha) > 0 \} \setminus \overline{A_\omega \cup B_\omega} \right) = G_{\omega_*}$ and hence global in $\tau$.

By monotonicity of $\alpha$, the limit set is therefore contained in $\overline{G_{\omega_*}} \cap \{ \alpha = 0 \}$. Inspecting the flow on $\alpha = 0$, and noting invariance of the limit set, we conclude that $\Psi_\tau(\alpha_*, 0; \omega) \to (0, \omega_*)$ for $\tau \to \infty$.
It remains to show that $\omega_*$ is increasing in $\alpha_*$. Therefore, consider $\tilde{\alpha} < \alpha_*$. Since the center manifold is exponentially repelling, there is a unique trajectory that converges to the equilibrium $(0, \omega_*)$ on the $\ell$-axis. Assume $\tilde{\omega} > \omega_*$. But then the region below the trajectory of $\{\Psi_t(\alpha_*, 0; \omega_*), t \geq 0\}$ is forward invariant for the flow with $\omega = \tilde{\omega}$, since $\omega$ appears in the equation for $\ell'$, only, with a definite negative sign. The initial condition $(\tilde{\alpha}, 0)$ is contained in this region, but the equilibrium $(0, \tilde{\omega})$ is not, showing that $\tilde{\omega} < \omega_*$. 

Similarly, given $\alpha_*$ and two values $\omega_1 < \omega_2$ for which there exists a connection, we find that the trajectory originating at $(\alpha_*, 0)$ for $\omega_2$ is contained in the region below the trajectory for $\omega_1$ and hence cannot connect to $(0, \omega_2)$ which lies above this trajectory, a contradiction. This shows strict monotonicity of $\alpha_*$ as a function of $\omega_*$ and hence establishes the uniqueness claim. 

The following proposition collects some farfield asymptotics.

**Proposition 3.2.** The solution $(\ell, \alpha)(\tau)$ with parameter $\omega = \omega_*$ and initial condition $\omega = \omega_*$ can be written as $\ell = \lambda(\alpha)$, where $\lambda$ possesses the (not necessarily convergent) expansion at the origin

$$\lambda(\alpha) = \frac{\omega_*}{V} + \sum_{j=0}^{\infty} \lambda_j \alpha^j,$$

with

$$\lambda_1 = \frac{D \omega_*}{V^2}, \quad \lambda_2 = \frac{2D^2 \omega_*^2 - V^4}{2V^3 \omega_*}, \quad \text{and} \quad \lambda_3 = \frac{D(D^2 \omega_*^2 + V^4)}{V^4 \omega_*}.$$

**Proof.** The trajectory is the backward extension of the center manifold at the equilibrium $(0, \omega_*/V, 0)$ and the expansion can be readily computed recursively requiring invariance at any order. We therefore substitute the ansatz

$$\ell = \frac{\omega}{V} + \lambda_1 \alpha + \lambda_2 \alpha^2 + \lambda_3 \alpha^3 + \mathcal{O}(\alpha^4)$$

into

$$\ell' = \frac{d\ell}{d\alpha} \alpha',$$

and substitute the Taylor expansion of the expression for $\ell'$ and $\alpha'$ in (2.7) near $\ell = \omega/V$ and $\alpha = 0$. The left-hand side becomes $\ell' = -\lambda_1 \alpha^4 - \lambda_2 \alpha^5 - \lambda_3 \alpha^6$ which indicates that the coefficients of $\alpha, \alpha^2,$ and $\alpha^3$ in the Taylor series of the right-hand side necessarily vanish. Solving these three equations successively for $\lambda_1, \lambda_2,$ and $\lambda_3$ gives the expressions as stated. 

We remark that the coefficient $\lambda_1$ agrees with the leading-order coefficient computed in a much more general scenario, [26, (3.7)], if one substitutes accordingly

$$d_\perp = D, \quad c_g = V, \quad k_* = \omega_*/V,$$

for the effective transverse diffusivity $d_\perp$, the group velocity of wave trains emitted by the spiral $c_g$, and the asymptotic wavenumber $k_*$. The linear convergence of the wavenumber $\ell$ in $\alpha$ is of course equivalent to a convergence with $1/r$, which translates into a logarithmic divergence of the phase, identified also in [26, (3.7)]. It would be interesting to determine if higher-order coefficients can also be inferred from a, possibly more refined, approximation by geometric evolution equations.
We conclude this section with some remarks on other boundary-value problems. First, problem in annuli can be studied with only minor modifications. We are then interested in curves that are anchored at an inner circle of radius \( R_i \) and an outer circle of radius \( R_o > R_i \), that is, \( \ell(R_i) = \ell(R_o) = 0 \). Our shooting approach immediately generalizes to this setup.

**Proposition 3.3.** Given \( R_o > R_i > 0 \), there exists a unique frequency \( \omega = \Omega(R_o, R_i) \) and a unique profile \( \ell(r) \) with \( \ell(R_i) = \ell(R_o) = 0 \), \( \ell(r) > 0 \) on \( (R_i, R_o) \). Moreover, fixing \( R_i \), \( \omega(\cdot, R_i) \) is strictly monotonically decreasing with limits \( \omega(R_i, R_i) = V/R_i \), and \( \omega(x, R_i) = \omega_* \) with \( \omega_* \) from Theorem 3.1.

Lastly, we emphasize that our approach gives uniqueness only in the class of curves that can be written as smooth graphs \( \phi(r) \). We suspect that introducing a pseudo-angle \( \arctan(\ell) \), one may be able to identify solutions that are no graphs in the radial variable, thus possess poles of \( \ell = \phi' \).

## 4 Expansion of frequency in the large-core limit

We derive the asymptotic expansion of the spiral wave solution for large effective core radius \( \tilde{R} = VR/D \to \infty \).

**Theorem 4.1.** Given \( \alpha_* > 0 \), let \( \omega_* \) and \( \ell = \lambda(\alpha) \) be the solution from Theorem 3.1. We then have the expansions

\[
\begin{align*}
\omega_* &= V\alpha_* - \sigma_0 \sqrt[3]{2D^2V}\alpha_*^{5/3} + O(\alpha_*^{7/3}), \\
\lambda(\alpha) &= \sqrt{\frac{\omega_*^2}{V^2} - \alpha^2 + O(\omega\alpha)}, \quad \text{for } \alpha < (1 - \delta)\frac{\omega_*}{\sqrt{V}} \text{ and some } \delta > 0, \quad (4.1)
\end{align*}
\]

where \( \sigma_0 = 1.01879297 \ldots \) is determined by the first zero of the derivative of the Airy function, that is, \( \text{Ai}'(-\sigma_0) = 0 \), \( \text{Ai}'(-\sigma) > 0 \) for \( \sigma < \sigma_0 \).

In order to understand the singular limit, we set \( D = V = 1 \) and study the limit \( \omega, \alpha \to 0 \), by rescaling (2.7) as

\[
\left\{ \begin{aligned}
\ell_1 &= \frac{\ell}{\omega} \\
\alpha_1 &= \frac{\alpha}{\omega} \\
\tau_1 &= \omega^2 \tau
\end{aligned} \right. \quad \Rightarrow \quad \left\{ \begin{aligned}
\frac{d\ell_1}{d\tau_1} &= -(\alpha_1^2 + \ell_1^2) + \frac{V}{2}(\alpha_1^2 + \ell_1^2)^{3/2} - \omega(2\alpha_1^2\ell_1 + \alpha_1\ell_1^3) \\
\frac{d\alpha_1}{d\tau_1} &= -\omega\alpha_1^4 \\
\frac{d\omega}{d\tau_1} &= 0. \quad (4.2)
\end{aligned} \right.
\]

Formally setting \( \omega = 0 \), (4.2) possesses a circle of equilibria \( \sqrt{\alpha_1^2 + \ell_1^2} = 1 \). In order to prove Theorem 4.1, we need to understand the dynamics near this circle for small \( \omega > 0 \). We therefore rely on geometric singular perturbation theory, as introduced in Fenichel’s seminal paper [5] together with methods from an extension to nonhyperbolic points from [18].

**Proof of Theorem 4.1.** Set \( V = D = 1 \). Consider equation (4.2). For \( \omega = 0 \), the circle \( \alpha_1^2 + \ell_1^2 = 1 \) clearly is an invariant manifold. Linearizing at an equilibrium \( (\ell_1^*, \alpha_1^*) \) on this manifold, we find

\[
\begin{pmatrix}
\frac{d\ell_1}{d\tau_1} \\
\frac{d\alpha_1}{d\tau_1}
\end{pmatrix} = \begin{pmatrix}
\ell_1^* & \alpha_1^* \\
0 & 0
\end{pmatrix} \begin{pmatrix}
\ell_1 \\
\alpha_1
\end{pmatrix}
\]
with eigenvalues $\ell_1^*$ and 0. The manifold is normally hyperbolic in the sense of [5] whenever $\ell_1^* \neq 0$, that is, whenever the zero eigenvalue associated with the tangent space of the manifold is the only eigenvalue on the imaginary axis. In particular, the point $\ell_1^* = 0, \alpha_1^* = 1$ is the only non normally hyperbolic point. Any compact portion, $\{\ell_1 = \sqrt{1 - \alpha_1^2}, 0 \leq \alpha_1 \leq 1 - \delta, \delta > 0\}$ fixed, then satisfies the assumptions of [5] and persists as a $C^k$ invariant manifold, depending in a $C^k$ fashion on $\omega$ for any finite $k < \infty$. We refer to this manifold as $M_\omega$ and note that we can write it as a graph over the $\alpha$-axis.

The shape of the spiral in this regime is of course simply given by

$$\ell_1 = \psi(\alpha_1; \omega) = \sqrt{1 - \alpha_1^2} + O(\alpha_1 \omega),$$

noticing that the correction terms vanish at $\alpha_1 = 0$. Next, note that the flow induced on $M_\omega$ is monotone in $\alpha$, given by the differential equation in $\alpha_1$ when $M_\omega$ is written as a graph over the $\alpha$-axis. The shape of the spiral in this regime is of course simply given by

$$\ell(r) = \omega \psi\left(\frac{1}{\omega r}; \omega\right) = \sqrt{\omega^2 - \frac{1}{r^2}} + O\left(\frac{\omega}{r}\right).$$

We next wish to track this manifold backward in time $\tau$ until it intersects the $\ell_1 = 0$-axis. It turns out that a neighborhood of the point $(\alpha_1, \ell_1) = (1, 0)$ for $\omega \sim 0$ has been analyzed in [18]. In fact, for $\omega = 0$, $\alpha_1$ is constant and can be thought of as a parameter. From this point of view, the manifold of equilibria exhibits a saddle-node bifurcation at the critical parameter-value, precisely the problem analyzed in [18], where a typical bifurcation delay of order $\omega^{2/3}$ was identified together with the exact leading-order precoefficient; see Figure 3 for an illustration. We therefore first perform a sequence of coordinate changes that puts our equation in the normal form studied there.

First set $\tilde{\alpha}_1 = \alpha_1 - 1$ to translate the fold point to the origin,

$$\begin{aligned}
    \frac{d\tilde{\ell}_1}{d\tau} &= -\frac{1}{D}(\tilde{\alpha}_1 + \frac{1}{\ell_1^2}) + \frac{V}{D}(\tilde{\alpha}_1 + \frac{1}{\ell_1^2} + \ell_1^2) - \omega(\tilde{\alpha}_1 + \frac{1}{\ell_1^2} + \ell_1^2) - \omega(\tilde{\alpha}_1 + \frac{1}{\ell_1^2} + \ell_1^2)
    \\
    \frac{d\tilde{\alpha}_1}{d\tau} &= -\omega(\tilde{\alpha}_1 + \frac{1}{\ell_1^2})^4
    \\
    \frac{d\omega}{d\tau} &= 0.
\end{aligned}$$

then expand and rescale as follows,

$$\begin{aligned}
    \frac{d\tilde{\ell}_1}{d\tau} &= \tilde{\alpha}_1 + \frac{1}{2}\ell_1^2 + O(\omega, \tilde{\alpha}_1 \ell_1, \ell_1^2, \tilde{\alpha}_1^2)
    \\
    \frac{d\tilde{\alpha}_1}{d\tau} &= \omega(-1 + O(\omega, \tilde{\alpha}_1, \ell_1))
    \\
    \frac{d\omega}{d\tau} &= 0.
\end{aligned}$$
\[
\begin{align*}
\tau_2 = -\tau_1 \\
\ell_2 = -\ell_1 \\
\alpha_2 = -\tilde{\alpha}_1 \\
\ell_3 = \lambda \ell_2 \\
\alpha_3 = \mu \alpha_2 \\
\tau_3 = \delta \tau_2
\end{align*}
\] 

\[
\begin{align*}
\frac{d\alpha_3}{d\tau_3} &= -\alpha_3 + \ell_3^2 + O(\omega, \alpha_3 \ell_3, \ell_3^2, \alpha_3^3) \\
\frac{d\alpha_2}{d\tau_3} &= \omega(-1 + O(\omega, \ell_2, \alpha_2)) \\
\frac{d\omega}{d\tau_3} &= 0
\end{align*}
\]

Choose \( \lambda = 2^{-2/3}, \mu = 2^{-1/3}, \delta = 2^{-1/3} \), so that \( \frac{\lambda}{\delta \mu} = \frac{1}{2\delta \lambda} = \frac{\mu}{\delta} = 1 \), and obtain

\[
\begin{align*}
\frac{d\ell_3}{d\tau_3} &= -\alpha_3 + \ell_3^2 + O(\omega, \alpha_3 \ell_3, \ell_3^2, \alpha_3^3) \\
\frac{d\omega}{d\tau_3} &= -\omega + \omega O(\omega, \ell_3, \alpha_3)
\end{align*}
\]

the “normal form” for the slow passage studied in [18].

Figure 4: Graphs of spirals with various core radii in the plane (left) and in \( r - \phi \)-plots; for all graphs, \( V = D = 1 \); (a)-(b): \( R = 5 \), (c)-(d): \( R = 50 \).
Neglecting the $O(\omega^{-1})$-terms, we find the Riccati equation
\[
\frac{d\ell_3}{d\tau_3} = -\tilde{\alpha}_3 + \tilde{\ell}_3^2 + O(\omega^{1/3}),
\]
\[
\frac{d\tilde{\alpha}_3}{d\tau_3} = -1 + O(\omega^{1/3}),
\]
\[
\frac{d\omega}{d\tau_3} = 0.
\]

Neglecting the $O(\omega^{1/3})$-terms, we find the Riccati equation
\[
\frac{d\ell_3}{d\tau_3} = \tilde{\alpha}_3 + \tilde{\ell}_3^2,
\]
with a unique solution that satisfies the required backward asymptotics $\ell_3 \sim \sqrt{-\tau_3}$, given explicitly through
\[
\tilde{\ell}_3(-\tilde{\tau}_3) = \text{Ai}'(\tilde{\tau}_3)/\text{Ai}(\tilde{\tau}_3),
\]
and $\text{Ai}(\sigma)$ is the unique bounded solution to $u_{\sigma\sigma} - \sigma u = 0$. The first zero of $\text{Ai}(\sigma)$ hence determines the blowup time, $\text{Ai}(\sigma_1) = 0$, $\tilde{\tau}_3 = -\sigma_1$. The geometric desingularization analysis in [18] shows that this gives indeed yields the leading order contribution to the passage time, that is $\ell(\tau_3) = -\rho$ when $\alpha_3(\tau_3) = -\sigma_1 \omega^{2/3} + O(\omega \log(\omega))$.

In this leading approximation, we find that $\ell(\tau_3) = -\rho$ when at leading order $\alpha_3(\tau_3) = -\sigma_0 \omega^{2/3}$, where $-\sigma_0$ is the largest zero of the derivative of the Airy function, $\text{Ai}'(-\sigma_0) = 0$, $\text{Ai}(-\sigma) > 0$ for $\sigma > \sigma_0$, and $\sigma_0 = 1.01879297 \ldots$. Inspecting the proof in [18], one finds that error terms are determined readily from the passage in the $K_1$-chart, in their notation, with error terms
\[
\alpha_3(\tau_3) = -\sigma_0 \omega^{2/3} + O(\omega).
\]

Going back through the coordinate changes, we find after a short calculation that the locally invariant manifold $M_\omega$ intersects the line $\ell_1 = 0$ at $(\ell_1, \alpha_1) = (0, \alpha_*)$ where
\[
\alpha_* = \omega + 2^{1/3} \sigma_0 \omega^{5/3} + O(\omega^2).
\]
Solving for $\omega$ in terms of $\alpha_*$, we find, as claimed,

$$\omega = \alpha_* - 2^{1/3}\sigma_0\alpha_*^{5/3} + O(\alpha_*^{7/3}).$$

Using the scaling expressions (2.4) for $R_*=1/\alpha_*$ and $\omega$, we now quickly find the expansion as stated.

Note that the leading order approximation is given through $t = (\omega^2/V^2 - 1)/r^2$. which upon integration gives the Wiener-Rosenbluth spiral,

$$\Phi(r) = \sqrt{\frac{\omega^2 r^2}{V^2}} - 1 - \arctan\sqrt{\frac{\omega^2 r^2}{V^2}} - 1; \quad (4.4)$$

see also [23, (3.126)]$^2$ and [32],

5 Stability

We consider (2.3), in a corotating frame,

$$\Phi_t = \frac{Dr\Phi_r - V(1 + r^2\Phi_r^2)^{3/2} + Dr^2\Phi_r^3 + 2D\Phi_r}{r(1 + r^2\Phi_r^2)} + \omega_*, \quad r > R, \quad \Phi_r(R) = 0, \quad (5.1)$$

with initial condition $\Phi(r,0) = \phi_*(r) + \varphi(r)$, and with $\phi'_*(r) = \lambda(1/r)$, and $\omega_*$ from Theorem 4.1.

**Theorem 5.1.** For all $\varepsilon > 0$, there exists $\delta > 0$ so that for all $\varphi \in C^2_{\text{loc}}([R, \infty))$ with

$$\sup_r (|r^{-2}\varphi| + |r^{-1}\varphi_r| + |\varphi_{rr}|) < \delta, \quad \varphi_r(R) = 0, \quad (5.2)$$

we have that the solution $\Phi(t,r)$ with initial condition $\phi_*(r) + \varphi(r)$ to (5.1) satisfies

$$\|\Phi(t,\cdot)\|_{C^0} < \varepsilon \quad \text{for all } t > 0.$$

We only outline a proof here and relegate a more thorough discussion of regularity and actual asymptotics to forthcoming work. The proof relies on two ingredients:

1. local well-posedness and regularity: there exists a unique global solution to (5.1) for initial data of the form specified in (5.2);

2. solutions to (5.1) obey a comparison principle with sub- and super-solutions giving a priori bounds on $\Phi$ and $\Phi_r$.

From these two observations, one concludes that the solution with initial condition $\phi_*(r) + \varphi$ is pointwise bounded by the translated solutions $\phi_*(r) \pm \varepsilon$ for all times, thus establishing the claim.

We first discuss local well-posedness. We write (5.1) in the general form

$$\Phi_t = a(\Phi_r, r)\Phi_{rr} + b(\Phi_r, r) - \omega_*, \quad \Phi_r(R) = 0, \quad (5.3)$$

$^2$Note that there is a typo in the sign of the arctan contribution, there; the associated plots [23, Fig 3.16], there, are for the correct sign that we show here.
which possesses the family of equilibrium solutions \( \phi_\gamma(r) + \gamma, \gamma \in \mathbb{R} \). In fact, the family of solutions with different \( R \)- and \( \omega \)-values, \( \phi_\omega(r; \omega) \) provide a yet larger family of solutions of the equation, with \( \phi_\omega(r; \omega_1) > \phi_\omega(r; \omega_2) \) when \( \omega_1 > \omega_2 \), and satisfying inhomogeneous Neumann boundary conditions, \( \phi_\omega(r; \omega - \omega_\star > 0 \). Expansions at infinity readily give \( \phi_\omega(r; \omega) = \omega r + \lambda_1 \log r + O(1) \), where we set \( D = V = 1 \) and where \( \lambda_1 \) is from Proposition 3.2, and \( \phi_\omega(r; \omega) = \omega + O(1/r) \).

Inserting the ansatz \( \Phi = \phi_\omega(r; \omega) + \varphi \) into (5.3) gives an equation of the form

\[
\varphi_t = \tilde{a}(\varphi_r, r)\varphi_{rr} + \tilde{b}(\varphi_r, r)\varphi_r,
\]

(5.4)

where the coefficients have expansions

\[
\tilde{a}(\varphi_r, r) = \frac{1}{r^2}(1 + \tilde{a}_1(\varphi_r, r)),
\]

\[
\tilde{b}(\varphi_r, r) = (-1 + \frac{1}{r^2}\tilde{b}_1(\varphi_r, r)).
\]

The equation (5.4) is not obviously well-posed since the drift term \( -\varphi_r \) is not bounded relative to the degenerate diffusion term \( \frac{1}{r^2}\varphi_{rr} \), which poses potential difficulties when treating quasilinear terms of the form \( \varphi_r \varphi_{rr} \) perturbatively. We therefore eliminate the drift term by means of a time dependent coordinate change in the independent variable, setting

\[
\rho = \begin{cases} 
  r + \log r - t, & r \geq e^t + 1, \\
  r, & r \leq e^t,
\end{cases}
\]

(5.5)

smoothly interpolated on \( r \in (e^t, e^t + 1) \). One finds \( \rho_t = 1 + O(1/r) \), for all \( r \), uniformly in \( t \), and \( \rho_t = -1 \) on \( r \geq e^t \), so that in the new coordinates with \( \psi(\rho(r, t), t) = \varphi(r, t) \),

\[
\psi_t = \alpha(\psi_\rho, \rho, t)\psi_{\rho\rho} + \beta(\psi_\rho, \rho, t)\psi_\rho,
\]

(5.6)

with

\[
\alpha(\psi_\rho, \rho, t) = \frac{1}{\rho^2}(1 + \alpha_1(\psi_\rho, \rho, t)),
\]

\[
\beta(\psi_\rho, \rho, t) = \frac{1}{\rho}\beta_1(\psi_\rho, \rho, t),
\]

and error terms \( \alpha_1 = O(1/\rho, \Psi_\rho) \) and \( \beta_1 \) uniformly bounded on compact sets for any finite time interval \( t \in [0, T] \).

The principal part of (5.6) is given through the linear equation

\[
\psi_t = \frac{1}{\rho^2}\psi_{\rho\rho}, \quad \rho \geq R,
\]

with Neumann boundary condition. The linear operator \( A = \frac{1}{\rho^2}\partial_{\rho\rho} \), with Neumann boundary conditions generates an analytic semigroup with maximal regularity properties [19] on \( X = C_{-2}^0([R, \infty)) \), where \( C_{-m}^0 \) is the subset of \( C_{\text{loc}}^0 \) with bounded norm

\[
\|u\|_{C_{-m}^0} = \sup_{r \geq R} |r^m u(r)|.
\]
Stability relies on a comparison principle in an equation of the rough form

\[ d\text{dynamics} \]

and introducing the quadratic variable \( r = s^2 \), which altogether identify \( \mathcal{A} \) as conjugate to \( \hat{\delta}_{ss} \) up to lower-order terms.

One now finds that the equation is well-posed as a quasilinear equation on \( \mathcal{D}(\mathcal{A}) \) with smooth solution on a small time interval \( t \in [0, \delta] \). Using standard techniques, we extend the solution then to a maximal time interval of existence \( t \in [0, T_\infty) \).

We claim that \( T_\infty = \infty \). For this, note that the solution is smooth on \( t \in (0, T_\infty) \) and the derivative \( \psi_\rho \) solves a parabolic equation. Using the sub- and super-solutions \( \phi_{\ast, r}(r; \omega_{\pm}) - \phi_{\ast, r}(r; \omega_\ast) \) with \( \omega_+ > \omega_\ast > \omega_- \), transformed to \( \rho \)-coordinates, we readily conclude that \( \psi_\rho \) is uniformly bounded on \( r \geq R, t \in [0, T_\ast) \). Inserting this result into (5.6), we find a linear parabolic equation with bounded continuous coefficients for \( \psi \) which shows that \( \psi \) has a limit at \( t = T_\ast \) and can thus be extended. This shows that in fact \( T_\ast = +\infty \) and our solution is global. Comparison with constants \( \psi \equiv \pm \varepsilon \) gives the desired stability.

### 6 Discussion

We established existence, uniqueness, and stability of anchored spiral waves in a driven curvature flow approximation. Anchoring in our context is reflected in requiring that the curve is perpendicular to the circular boundary of a core region. Existence relies on a somewhat explicit phase plane analysis and a shooting argument. The existence argument can easily be generalized to different boundary conditions, requiring for instance that the curve meet the core region at a fixed angle, possibly different from \( \pi/2 \). In our shooting approach, this leads to a boundary condition \( \ell = \alpha_\ast \tan \beta \). Invariant regions can then be modified in a somewhat straightforward fashion as follows. For negative \( \beta \), one modifies the boundary of \( G_\omega \) replacing the horizontal axis \( \ell = 0 \) by \( \ell = \alpha_\ast \tan \beta \), and the upper boundary by a sufficiently steep line with large intercept. For positive \( \beta \), one needs to enlarge \( B_\omega \) to include a region below part of the line \( \ell = \alpha_\ast \tan \beta \), while retaining the upper boundary of \( G_\omega \). Interestingly, the asymptotics in (4.1) change: for \( \beta > 0 \), the boundary layer is fully developed and \( \sigma_0 \) is replaced by \( \sigma_1 \), obtained from the first zero of the Airy function, \( \text{Ai}(-\sigma_1) = 0, \text{Ai}(-\sigma_1) > 0 \) for \( \sigma < \sigma_1 \), \( \sigma_1 = -2.338107410 \ldots \); for \( \beta > 0 \), there is no boundary layer, \( \omega_\ast \) has a smooth expansion in \( \alpha_\ast \), \( \omega_\ast = V\alpha_\ast + O(\alpha_\ast^2) \). Geometrically, the difference is a non-monotonicity of the angle in the radius when \( \beta < 0 \), which induces the boundary layer. It would be interesting to study more general, possibly dynamic, boundary conditions, preserving well-posedness of the PDE, that could lead to saddle-nodes or even Hopf bifurcations and thereby mimic retracting wave or meandering bifurcations. Similarly, a description including curves that are not graphs over the radial variable might shed light on global dynamics.

Stability relies on a comparison principle in an equation of the rough form

\[ \Phi_t = \frac{1}{r^2} \Phi_{rr} - \Phi_r, \quad r \geq R, \quad \Phi_r = 0, \quad r = R. \tag{6.1} \]

Interestingly, it appears that diffusion in this equation is not strong enough to induce decay of localized perturbations. Indeed, heuristically arguing that a small localized perturbation travels with constant
speed 1 towards \( r = \infty \), diffusion acts locally on this disturbance with diffusion coefficient \( \frac{1}{(t+1)r} \). In the diffusion equation \( \Phi_t = \frac{1}{(1+t)^2} \Phi_{rr} \), however, one readily substitutes a new time variable \( \tau = 1 - \frac{1}{1+t} \), to obtain \( \hat{\Phi}_r = \hat{\Phi}_{rr} \), so that \( \Phi(\tau) = \hat{\Phi}(\tau = 1, r) \) gives the asymptotic shape,

\[
\Phi(t, r) \sim \Phi(\tau - t), \quad \text{as } t \to \infty.
\]

This lack of “healing” of an interface has been well studied in the context of reaction-diffusion systems with radial, outward-propagating interfaces; see for instance [25, 24]. Our approach circumvents this difficulty by providing rough bounds using comparison functions, and not attempting to capture asymptotics.

We notice however that the simple curvature model neglects the effect of interaction between spiral arms, which may induce additional damping. In fact, the essential spectrum of the linear operator in (6.1) contains the entire imaginary axis, while the essential spectra of spiral waves typically contain parabolic arcs \( \Gamma_0(\lambda = ik - dk^2, k \sim 0) \) as well as vertical translates \( \Gamma_0 + i\omega \mathbb{Z} \) with constant \( d \) induced by the diffusive interaction of wave trains in the radial direction; see [26]. Neglecting this interaction in our curvature approximation therefore leads to \( d = 0 \), spectrum on the entire imaginary axis, and a lack of decay of localized perturbations.

We hope that the study here can contribute towards a better understanding of the damping properties in spiral wave dynamics, and ultimately help extend Claudia Wulff’s insightful early work on spiral meanders [34, 35] towards Archimedean spiral waves.
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