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Abstract

We investigate the effect of spatial inhomogeneity on perfectly periodic, self-organized striped patterns

in spatially extended systems. We demonstrate that inhomogeneities select a specific translate of the

striped patterns and induce algebraically decaying, dipole-type farfield deformations. Phase shifts and

leading order terms are determined by effective moments of the spatial inhomogeneity. Farfield decay is

proportional to the derivatives of the Green’s function of an effective Laplacian. Technically, we use mode

filters and conjugacies to an effective Laplacian to establish Fredholm properties of the linearization in

Kondratiev spaces. Spatial localization in a contraction argument is gained through the use of an explicit

deformation ansatz and a subtle cancellation in Bloch wave space.

1 Introduction

Striped patterns are one of the simplest self-organized structures in spatially extended systems, with observa-

tions and analysis including sand [44] and icicle ripples [6], convection roll [4] and precipitation patterns [46],

bacterial colony growth [3] or the formation of presomites in early development [43], ion-beam milling [33],

dip-coating [49], lamellar crystal growth [14, 2], wrinkling patterns [1], and water jet cutting [17]. Although

the physical mechanisms leading to the formation of stripes vary, one can often find universal features in

the dynamics associated with systems that exhibit striped patterns. Emergence of nonlinear striped patterns

is often associated with an instability that can be studied as a simple symmetry breaking bifurcation in a

system with translation symmetry [47, 8, 7]. The assumptions here are that the system possesses an idealized

translation invariance and that the observed pattern possesses an idealized spatial periodicity. Actually ob-

served patterns rarely exhibit these perfect features: systems are not translation invariant due to boundaries

or spatial inhomogeneities [19, 39, 34, 25, 24], and patterns typically exhibit many self-organized defects, such

as dislocations, disclinations, or grain boundaries [50, 16, 40, 28, 36]. Nevertheless, there have been many

successful attempts at identifying universal features of such imperfect striped patterns, including descriptions

of defects, boundary conditions, and the effect of inhomogeneities.

A prototypical model for the dynamics of stripes is the Swift-Hohenberg equation, originally introduced to

mimic convection roll dynamics in Bénard convection [45] but used across the sciences, early in Turing’s notes

on morphogenesis [12], and in applications from plant phyllotaxis [35] to nonlinear optics [29],

ut “ ´p∆ ` 1q2u` µu´ u3, x P Rn, u P R, t ě 0, (1.1)

where the linear equation, at µ Á 0, amplifies Fourier modes with wavenumber |k| „ 1 but dampens all

other modes. As a result, one observes solutions that locally in space resemble a sinusoidal pattern u „

A sinpk ¨ x´ x0q for some amplitude A, phase shift x0, and wave vector k P Rn with |k| „ 1.

One can proof existence of periodic solutions u˚pk ¨ x; |k|q for the nonlinear equation for parameter values

µ Á 0 using bifurcation theory. One can also study temporal stability of such solutions for perturbed initial

conditions, starting with the linearization. The most informative results on stability are concerned with a

setting where x P Rn. Solutions are linearly stable within a strict subset of the existence region in the pµ, |k|q-

plane, with boundaries including zigzag and Eckhaus instabilities in this simple setting; see for instance

1The authors acknowledge partial support by the National Science Foundation through grants NSF DMS-2205663 (AS) and

NSF DMS-1815079 (QW).
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[10, 32]. In the interior and to some extent on the boundary of the stability region, one can proof decay

of (non-periodic) perturbations to a striped pattern: starting with initial conditions of the form u˚ ` w at

time t “ 0, where u˚ is a perfect striped patterns and w is small in a suitable norm, one can show that the

solution upt, xq converges to u˚pxq for t Ñ 8, at least for perturbations that exhibit some degree of spatial

localization; see for instance [18, 20, 26, 41, 42, 48] and, for less localized perturbations, [13, 27, 37]. The key

insight, that we also exploit in the present work, is that linear dynamics near striped patterns are diffusive:

a homogenized equation yields an effective nonlinear diffusion equation for the wave vector, known as the

Cross-Newell equation [11]. Diffusion exhibits temporal decay provided nonlinearities are irrelevant, that is,

of sufficiently high power, or involving derivatives that lead to cancellations [5]. Such cancellations also occur

in the full, non-homogenized, Swift-Hohenberg equation, only in a rather hidden form [42]. The leading-order

description via a diffusion equation shares many commonalities with homogenization in overdamped elasticity,

where in fact many similar questions as to the effect of boundaries or the presence of defects are of interest

[15, 30].

Temporal decay in a diffusion equation depends crucially on localization of initial conditions — or, more gen-

erally speaking, of perturbations in space-time. Thinking of perturbations to the Swift-Hohenberg equation

as given through an additional term gpt, xq on the right-hand side of (1.1), one would typically require strong

temporal decay and possibly spatial decay.

Our interest here is in the response of striped patterns to perturbations that do not decay in time, particularly

perturbations of the form gpt, xq ” gpxq. One then expects the striped pattern to relax to a deformed pattern,

much as a local stress induces a farfield deformation in an elastic medium. We wish to establish the existence

of such a deformed striped pattern and describe the deformation at leading order. In a stationary diffusion

(or Poisson) equation such a description is rather straightforward, and far-field expansions are easily obtained

from moments of the inhomogeneity via multipole expansions [23]. In nonlinear equations, such expansions

are less obvious, although recent results establish such expansions in lattice-models for nonlinear elasticity

[15].

Our main result provides such a leading-order expansion of deformed patterns. As a main difficulty, compared

with stability results, our perturbation is less localized and some techniques available for temporal stability,

such as temporal iteration or semigroup methods, are not available. Comparing with results on scalar or

lattice equations, a key difficulty here is the less explicit nature of the linearization and the necessity to

detect crucial cancellations in the nonlinearity. In some ways, the most difficult case, with weakest diffusion

and most nonlinear relevant terms is the case of one space dimension, which was treated in [25]. The one-

dimensional setup however does simplify the analysis in several crucial ways, allowing for instance for the

application of spatial dynamics methods. More technically, factorization of Fourier symbols is significantly

easier in one space-dimension and asymptotics at spatial infinity are exponential, while, in dimension greater

than 1, asymptotics are algebraic related to the fact that the dimension of the space of harmonic polynomials

is infinite in dimensions greater than 1.

Technically, we introduce a novel and direct functional analytic approach which relies on fine Fredholm

mapping properties of the linear operator and bordering of the nonlinear equation with an explicit farfield

ansatz. We believe that many of the techniques developed here will prove useful in the analysis of defects in

crystalline media, in the context of analysis and bifurcations, as well as for computational approaches.

Setup and main results. We consider the Swift-Hohenberg equation with spatially localized impurity,

ut “ ´p∆ ` 1q2u` µu´ u3 ` εgpxq, x “ px1, . . . , xnq P Rn, n “ 2, 3, (1.2)

where ∆ “ ∇x ¨∇x “
řn
j“1 Bxjxj and the parameter µ ą 0 is fixed. Our starting point are particular solutions

to (1.2) at ε “ 0, a family of striped patterns upt, xq “ u˚pkx1; kq “ u˚pkpx1 ` 2π
k q; kq for wavenumbers k „ 1.

Striped patterns are found as solutions to the ODE boundary-value problem

´

ˆ

k2
d2

dξ2
` 1

˙2

u` µu´ u3 “ 0, upξ; kq “ upξ ` 2π; kq. (1.3)
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We state our results in the following for perturbations of the specific striped pattern with wavenumber k “ 1,

although our results can easily be adapted to other wavenumbers.

Hypothesis 1.1 (Existence and Diffusive Stability of Stripes). We assume that there exists a stripe solution

u˚pξ; k˚q, that is, u˚pξ; k˚q solves (1.3) with k˚ “ 1 and µ ą 0, fixed. We assume that the striped solution is

linearly diffusively stable, that is, the effective diffusivity constants d}, dK obtained from the linearization at

u˚ after Fourier-Bloch transform are positive; see Lemma 3.1 for expressions for d}, dK.

Hypothesis 1.1 holds for µ Á 0 [32]. Isotropy of the equation guarantees that we may focus on stripes

depending on x1, only, but generalizations to anisotropic settings are straightforward. To emphasize the

special role of the orientation imposed by the stripe, we write

x “ px1, x2, ¨ ¨ ¨ , xnq “ px1, xKq, xK “ px2, ¨ ¨ ¨ , xnq.

Hypothesis 1.1 guarantees that the stripe solution can be extended to a smooth family of solutions u˚pξ; kq,

k „ 1, ξ “ kx; see for instance [25]. Define

u1
˚ :“ Bu˚pξ;kq

Bξ |k“k˚
, u˚,k :“ Bu˚pξ;kq

Bk |k“k˚
, u1

˚,k :“ B
2u˚pξ;kq

BξBk |k“k˚
,

with similar notation for higher order derivatives, for instance u2
˚ :“ B2

ξu˚ |k“k˚
. We will omit the parameter

k in the notation for u˚ when k “ 1, that is, u˚pξq :“ u˚pξ; 1q.

Clearly, u˚pkpx1 ` x01q; kq is a solution for any x01 as well, providing us with a neutral mode in the equation.

Our second hypothesis is concerned with the projection of the inhomogeneity onto this neutral mode. Define

therefore

Mpx01q :“

ż

Rn

u1
˚px1 ` x01qgpxqdx. (1.4)

Note that
ş 2π

k

0
Mpx01qdx01 “ 0, and Mpx01q “ Mpx01 ` 2π

k q, so that, for fixed k, there exists an (in fact at least

two) x01 “: x˚
1 where Mpx˚

1 q “ 0. We shall assume that at least one of those zeros is non-degenerate.

Hypothesis 1.2 (Non-degenerate pinning). Fix k “ k˚ from Hypothesis 1.1. We assume that for some

x˚
1 P r0, 2π{kq, we have

Mpx˚
1 q “ 0, M 1px˚

1 q ‰ 0.

Our main result will show that perturbed stripe patterns are “pinned at” such positions x˚
1 , motivating our

terminology of pinning. The results in [24] for the Ginzburg-Landau equation suggest that stationary patterns

“centered” at different locations are sustained only with logarithmically growing farfield corrections.

In order to state our main result, we introduce algebraically weighted Sobolev spaces. Let LppRnq be the usual

Lebesgue spaces and W ℓ,ppRnq the Sobolev spaces with ℓth derivative in LppRnq, and HℓpRnq “ W ℓ,2pRnq,

where we usually drop the argument Rn. Define xxy “ p1 ` |x|2q1{2 and the weighted spaces Lpγ , W
ℓ,p
γ as the

closure of C8
0 in the norms

}w}Lp
γ
:“ }wp¨qx¨yγ}Lp , }w}W ℓ,p

γ
:“ }wp¨qx¨yγ}W ℓ,p ,

and again Hℓ
γ :“ W ℓ,2

γ . In order to describe farfield deformations, we need the Green’s function to the

anisotropic Laplacian ∆eff “ d}B2
x1

` dK∆xK
, which we denote by Gpxq; see (3.9). We also introduce a

smoothed characteristic function χ P C8
0 pRnq,

χpxq “ 1 for |x| ă 1, χpxq “ 0 for |x| ě 2, χpxq P r0, 1s for all x P Rn, (1.5)

as well as the scaled versions

χrpxq :“ χpx{rq, for any r ą 0. (1.6)
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Theorem 1.3 (Deformation of stripes). Fix the space dimension n P t2, 3u. Assume Hypothesis 1.1 on

existence and linear diffusive stability and Hypothesis 1.2 on non-degenerate pinning for some x˚
1 . Fix 2` n

2 ą

γ ą 1 ` n
2 and assume that the inhomogeneity is smooth and spatially localized, g P H2

γ . Then there exists

ε0 ą 0 such that for all 0 ă ε ă ε0 there exists a stationary solution

upxq “ u˚px1 ` a0pεq ` Θpx; apεqq;κpx; apεqq ` hpx; εqu1
˚px1 ` a0pεqq ` wpx; εq,

to (1.2) with associated phase and wavenumber deformation

Θpx; apεqq “ apεq ¨ ∇x

`

p1 ´ χpxqqGpxq
˘

, κpx; apεqq “ |1 ` ∇xΘpx; apεqq|,

and strongly localized corrections h P L2
γ´2 and w P L2

γ´1. Moreover, a0, a “ pa1, ¨ ¨ ¨ , anq, h P L2
γ´2, and

w P L2
γ´1 are smooth in ε, with leading order expansions with hpx; εq “ Opεq and wpx; εq “ Opεq, and

a0pεq “ x˚
1 ` Opεq, ajpεq “ ε

ş

Rn H1,jpxqgpx1 ´ x˚
0 , xKqdx

pd||d
n´1
K q1{2´

ş2π

0
pu1

˚q2
` Opε2q for 1 ď j ď n,

where we used the notation for the average of a periodic function ´
ş

v “ 1
2π

ş2π

0
vpx1qdx1, and H1,j are the

pseudo-harmonic polynomials of degree 1

H1,1pxq “ x1u
1
˚px1q ` u˚,kpx1q, H1,ℓpxq “ xℓu

1
˚px1q, 2 ď ℓ ď n. (1.7)

We note that the correction is localized. In fact, we show that in the far field, |x| " 1, 1 " |Θpxq| " |hpxq| "

|wpxq| so that the correction induced by the phase modulation Θ is indeed the leading-order description

of the deformation. The phase correction in fact decays as 1{|x|n´1, while L2
γ´1 corresponds to |x|α with

α ă ´pγ ´ 1 ` n
2 q ă ´n and L2

γ´2 induces decay |x|α`1, for homogeneous decay. In fact, we also control

derivatives of h and w which enforce this type of decay in a pointwise sense.

Remark 1.4 (Effective dipole expansion). If one, somewhat artificially, sets u˚pξ; kq “ ξ, then the effective

harmonic polynomials are in fact the linear harmonic polynomials and the farfield deformation Θ is simply

the dipole field generated by the moments of g. This simple scenario occurs when studying a phase-diffusion

or Cross-Newell approximation to the dynamics of periodic patterns, which effectively averages over small

scales. As a result, in this case we do not find nondegenerate pinning as Mpx01q is constant: the averaging

destroyed the “small-scale” structure of the pattern and its interaction with a localized inhomogeneity.

Outline. The remainder of this paper is organized as follows. We review Fredholm properties of the Lapla-

cian in weighted spaces in Section 2 before establishing corresponding mapping properties of the linearization

at a striped pattern in Section 3. Section 4 introduces a phase-modulation ansatz based on Green’s function

expansions of the phase of the pattern and sets up a nonlinear fixed point equation. Our main result is a con-

sequence of well-posedness of this fixed point equation, exploiting the phase modulation, mapping properties

of the linearization, and a cancellation for leading-order terms. We conclude with a discussion.

2 Laplacian, Fredholm properties, and Kondratiev spaces

The perturbation result in our main theorem relies on a detailed understanding of the linearization at a

striped pattern. The linearization is a well-defined elliptic operator on say L2
γ with domain H4

γ , but it is not

invertible for any γ, in fact it is not a Fredholm operator. This is in analogy with the Laplacian, which is

not Fredholm but rather possesses essential spectrum at the origin. The remedy we pursue here is to work

on algebraically localized spaces with an enlarged domain, contained in L2
γ´2. Key to our main fixed point

argument is a fine characterization of this domain and its localization properties. Before embarking on this

analysis in Section 3, we first recall the relevant result in the case of the Laplacian.
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2.1 Fredholm properties of ∆

We start by formally considering the kernel of the Laplacian on spaces of polynomials in Rn. We write Hjp∆q

for the set of harmonic polynomials of degree j and Hďmp∆q “ ‘m
j“0Hjp∆q. For instance, when n “ 2,

Hmp∆q “ span tRepx1 ` ix2qm, Impx1 ` ix2qmu. Formally exploiting self-adjointness, we expect the range

and the orthocomplement of the kernel of the Laplacian to be given by

HKγ

ďmp∆q :“

"

f P L2
γpRnq

ˇ

ˇ

ˇ

ˇ

ż

Rn

fHdx “ 0, for all H P Hďmp∆q

*

,

with appropriate values of m “ mpγq. Next, we encode loss of localization from inverting the Laplacian in

spaces with algebraic weights, where algebraic localization is restored through differentiation. We therefore

introduce the Kondratiev space Mk,p
γ pRnq as the completion of C8

0 pRnq in the norm

}f}Mk,p
γ

:“

¨

˝

ÿ

|α|ďk

}xxy|α|`γDαf}
p
LppRnq

˛

‚

1{p

,

where xxy “ p1 ` |x|2q1{2, 1 ă p ă 8, γ P R and k P N. For k “ 0, these are classical weighted Lp-spaces and

thus denoted as Lpγ .

Theorem 2.1 (Fredholm properties of ∆). [31] Fix n ě 2, 1 ă p ă 8. Then

∆ :M2,p
γ´2pRnq ÝÑ LpγpRnq (2.1)

is a Fredholm operator for any γ except when γ ` n{p P Zzp2, nq. More specifically,

(i) for γ ` n{p P p2, nq, (2.1) is an isomorphism;

(ii) for γ ` n{p P pn`m,n`m` 1q, for some m P t0, 1, 2, . . .u, (2.1) is an injection with closed range

Rγ “ HKγ

ďmp∆q;

(iii) for γ ` n{p P p1 ´m, 2 ´mq for some m P t0, 1, 2, . . .u, (2.1) is a surjection with kernel

Nγ “ Hďmp∆q.

On the other hand, if γ ` n{p “ 2 ´ m or γ ` n{p “ n ` m for some m P t0, 1, 2, . . .u, then (2.1) does not

have a closed range.

Remark 2.2. Throughout this subsection, we restrict ourselves to the n-dimensional Laplacian with 2 ď n.

For the Fredholm properties of the 1-d Laplacian, see for instance [25].

We will make use of an equivalent of the Laplacian, separating regularization from localization.

Proposition 2.3. The closed operator

∆p1 ´ ∆q´1 : Lpγ´2pRnq ÝÑ LpγpRnq

has the same Fredholm properties as the Laplacian stated in Theorem 2.1, that is, Fredholm indices and

cokernels coincide and kernels are conjugate with the isomorphism p1 ´ ∆q´1.

The proposition is an immediate consequence of the fact that

1 ´ ∆ :W 2,p
γ pRnq ÝÑ LpγpRnq

is bounded and invertible for any 1 ă p ă 8 and γ P R, and commutes with derivatives. We omit details.

We conclude with some simple consequences.
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Remark 2.4. (i) Scalings x ÞÑ Dx with D “ diagpdjq, dj ą 0, induce anisotropic versions of the Laplacian

D∆D´1, which possess the same Fredholm properties, that is, they have the same Fredholm index and

respective kernels and cokernels obtained via scaling from the harmonic polynomials of the Laplacian.

(ii) Spatially discrete derivatives improve localization as well, a fact that will be useful in the context of

operators with spatially periodic coefficients. If we write δj for the discrete derivative, pδjuqpxq “

upx` 2πejq ´ upxq, then

}Dβδα∆´1f}L2
γ´2`|β|`|α|

ď }f}L2
γ
,

for all multi indices α, β with |α| ` |β| ď 2 and f in the range of ∆. To see this, simply notice that

δjrBxj
p1 ´ Bxj

q´1s´1 is bounded on L2
γ , which in turn follows immediately from inspecting the Fourier

symbol.

3 Mapping properties of the linearization at stripes

Studying perturbations of u˚px1q as a solution to the stationary Swift-Hohenberg equation, one is first led to

examining properties of the linearized operator

L˚ :“ ´p∆ ` 1q2u` µu´ 3u2˚u. (3.1)

Clearly, L˚ is closed, elliptic, with domain of definition H4
γ when considered on L2

γ , in fact self-adjoint for

γ “ 0. Our goal here is to obtain precise characterizations of mapping properties of L˚. We therefore start in

Section 3.1 by introducing a Bloch wave description and finding pseudo-harmonic polynomials representing

kernel and cokernel in suitable spaces. We then derive a first result showing that the inverse is bounded

when giving up 2 degrees of localization, and appropriately restricting to the closed range in Section 3.2. The

result hinges on mode filters and a conjugacy to the Laplacian. Unfortunately, the loss of localization cannot

be compensated for in a nonlinear argument through gain of localization in the nonlinearity. We therefore

develop a refined description that relies on mode filters that we introduce in Section 3.3, together with a

conjugacy that separates a bounded invertible part of the operator from close-to-neutral modes where the

action is conjugate to the Laplacian. Key to our nonlinear argument is a representation of close-to-neutral

modes as envelopes of u1
˚. We conclude in Section 3.4 with the main linear result, mapping properties of the

linearization L˚ between neutral and far-from-neutral modes, Proposition 3.11.

3.1 Bloch wave decomposition and pseudo-harmonic polynomials of L˚

The linearized operator
L˚ : H4pRnq ÝÑ L2pRnq

vpxq ÞÝÑ ´p∆ ` 1q2v ` µv ´ 3u2˚v

is conjugate to the direct sum of the family of Bloch-Fourier operators,

xL˚pνq : H4pT2πq ÝÑ L2pT2πq

vpξq ÞÝÑ ´ppBξ ` iν1q2 ´ |νh|2 ` 1q2v ` µv ´ 3u2˚v,

where ν :“ pν1, νhq P Ω with Ω “ r´ 1
2 ,

1
2 s ˆ Rn´1. More specifically, the Bloch-Fourier transform

B : L2pRnq ÞÝÑ L2pΩ, L2pT2πqq

upxq ÝÑ rupν; ξq :“
ÿ

kPZ
pupk ` ν1, νhqeikξ, (3.2)

where pupνq “ 1
p2πqn

ş

Rn upxqe´iν¨xdx is the Fourier transform of u, diagonalizes L˚, that is,

`

B ˝ L˚ ˝ B´1
ru
˘

pν; ξq “ xL˚pνqrupν; ξq, @pν, ξq P Ω ˆ T2π,

denoted as B ˝ L˚ ˝ B´1 “
ş

Ω
xL˚pνqdν. We have the following lemma.
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Lemma 3.1. Assume that the eigenvalue λ “ 0 of xL˚p0q is algebraically simple with eigenspace spanned by

u1
˚. Then the family of Bloch-Fourier operators has the following spectral properties.

(i) σpL˚q “
Ť

νPΩ

σ
´

xL˚pνq

¯

.

(ii) xL˚pνq is bounded and invertible for ν ‰ 0.

(iii) There exist locally analytic continuations of the eigenvalue λpνq with λp0q “ 0 and corresponding eigen-

functions epν; ξq with ep0; ξq “ u1
˚ near ν “ 0 such that

xL˚pνqepν; ξq “ λpνqepν; ξq, (3.3)

where
#

λpνq “ ´d}ν
2
1 ´ dK|νh|2 ` Op|ν|4q,

epν; ξq “ u1
˚ ` iν1u˚,k ´ ν21e21 ´ |νh|2e2h ` Op|ν|3q,

(3.4)

with

d} “
2

ş

T2π
pu1

˚q2dξ

«

d

dk

ˆ
ż

T2π

`

pu2
˚q2 ´ pu1

˚q2
˘

dξ

˙

ˇ

ˇ

ˇ

ˇ

ˇ

k“1

`

ż

T2π

`

3pu2
˚q2 ´ pu1

˚q2
˘

dξ

ff

, (3.5a)

dK “
2

ş

T2π
pu1

˚q2dξ

„
ż

T2π

`

pu2
˚q2 ´ pu1

˚q2
˘

dξ

ȷ

, (3.5b)

e21 “ xL˚p0q´1

ˆ

d}u
1
˚ ` 4pu3

˚,k ` u1
˚,kq ` 2p3u3

˚ ` u1
˚q

˙

, and (3.5c)

e2h “ xL˚p0q´1

ˆ

dKu
1
˚ ` 2pu3

˚ ` u1
˚q

˙

. (3.5d)

Proof. Without loss of generality, we look for eigenfunctions in the form

e “ u1
˚ ` eK, with xeK, u

1
˚yL2pT2πq “ 0. (3.6)

Substituting the ansatz (3.6) into (3.3), we obtain

FpeK, λ, νq :“ xL˚p0qeK ´ λu1
˚ ´

”

pxL˚p0q ´ xL˚pνqqpu1
˚ ` eKq ` λeK

ı

“ 0. (3.7)

Given that Fp0, 0, 0q “ 0 and that BeK,λFp0, 0, 0q is an invertible bounded linear operator, an implicit-

function-theorem argument shows that, given |ν| small, we can solve F “ 0 for eK and λ in terms of ν.

In order to obtain coefficients in the expansion of λ and eK, we first note that u˚ is even. We find
xL˚pνq

´

ep´ν1, νh;´ξq

¯

“ λp´ν1, νhqep´ν1, νh;´ξq, and therefore

λp´ν1, νhq “ λpν1, νhq.

As a consequence, λ “ Op|ν|2q only admits even terms in ν. Next, substituting

λpνq “ ´

n
ÿ

j“1

d2jν
2
j ` Op|ν|4q, eKpν; ξq “ iν1e1 ´

n
ÿ

j“1

e2jν
2
j ` Op|ν|3q,

into (3.7), we find at subsequent orders in ν,

iν1 : xL˚p0qe1 “ 4BxpB2
x ` 1qu1

˚ “ xL˚p0qu˚,k, (3.8a)

ν21 : xL˚p0qe21 “ d21u
1
˚ ` 4pu3

˚,k ` u1
˚,kq ` 2p3u3

˚ ` u1
˚q, (3.8b)

ν2j : xL˚p0qe2j “ d2ju
1
˚ ` 2pu3

˚ ` u1
˚q, (3.8c)

7



where 2 ď j ď n. The last equality in (3.8a) is obtained by differentiating (1.3) with respect to k. As a

result, e1 “ u˚,k. Solvability of (3.8b) implies that the right hand side of the equation should lie in the range

of xL˚p0q, that is,

xd21u
1
˚ ` 4pu3

˚,k ` u1
˚,kq ` 2p3u3

˚ ` u1
˚q, u1

˚yL2pT2πq “ 0,

implying that d21 “ d} and e21 takes the form shown in (3.5c). A similar analysis on (3.8c) shows that for

all 2 ď j ď n, we have d2j ” dK and e2j “ e2h, which concludes the proof.

Remark 3.2 (Establishing Hypothesis 1.1). For µ Á 0, one can readily show existence of u˚pξ; kq and

establish that the eigenvalue λ “ 0 of xL˚p0q is algebraically simple as assumed in Lemma 3.1, using either

Lyapunov-Schmidt or center-manifold reduction. Spectral perturbation theory and a careful expansion of the

eigenvalue problem for xL˚pνq near ν „ 0 then also show that λ “ 0 does not belong to the spectrum of xL˚pνq

for ν ‰ 0 and that dK, d} ą 0, as long as k P Kstabpµq “ pkzzpµq, keckpµqq, where kzz and keck denote the zigzag

and Eckhaus stability boundaries; see for instance [32]. Moreover, 1 P Kstabpµq for µ Á 0, which establishes

Hypothesis 1.1 for µ Á 0.

The leading-order expansion λ “ ´d}ν
2
1 ´ dK|νh|2 is the same as the expansion of an anisotropic Laplacian

∆eff “ d}B2
x1

` dK∆xK
, (3.9)

which we refer to as the effective diffusivity near the striped pattern. For d}, dK ą 0, we also define the action

of the diffusivity in Fourier space and the scaled norms

Dν2 :“ d}ν
2
1 ` dK|νh|2, |x|2eff :“ x21{d} ` |xK|2{dK.

From Remark 2.4(i), we infer that ∆eff is Fredholm on L2
γ for suitable γ and infer Fredholm properties. Our

goal is next to establish this correspondence for L˚.

We start by introducing a pseudo-differential operator with the symbol λpνq close to the origin. Recalling

the cut-off function χr from (1.6), we define

yΛeffpνq :“ ´Dν2 ` χrpνqQ3pνq, Q3pνq :“ λpνq `Dν2 “ Op|ν|3q, (3.10)

so that yΛeffpνq “ λpνq for |ν| ă r and yΛeffpνq “ ´Dν2 for |ν| ą 2r, thus mimicking a pure Laplacian for

large and intermediate ν and the exact behavior of L˚ near the origin. Since the symbol χrQ3 is compactly

supported and smooth, it induces a bounded operator on L2 so that Λeff , defined through the symbol yΛeff

is a bounded perturbation of the Laplacian on L2. The next lemma states that Λeff ´ ∆eff is small when

considered as an operator on Kondratiev spaces.

Lemma 3.3. For any γ ą 0, there is r sufficiently small such that Λeff is a small bounded perturbation of

∆eff :M2,2
γ´2 Ñ L2

γ , that is, for any ε ą 0,there exists r0pεq ą 0 such that

}∆eff ´ Λeff} ď ε for r ă r0pεq.

In particular Λeff is Fredholm for r sufficiently small and γ`n{2 R Zzp2, nq, with trivial kernel for γ`n{2 ą 2

and the same index as ∆eff .

Proof. It is sufficient to establish the smallness estimate for the Fourier symbol for integer values of γ “ k P

Z`, that is, to show that,

}χrpνqQ3pνqupνq}Hk ď Cr

˜

}upνq}Hk´2 ` }νupνq}Hk´1 `
ÿ

i,j

}νiνjupνq}Hk

¸

, (3.11)

then concluding smallness for fractional γ using interpolation. For this, it is sufficient to consider Q homoge-

neous of degree 3, with additional factors easily absorbed into χ in the following argument. Differentiating
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χrQ3u with respect to ν, and grouping terms, one easily finds, for an appropriate constant Cpkq,

}χrpνqQ3pνqupνq}Hk ďC

˜

}
ÿ

j

χrpνqνj
ÿ

ℓ,m

pνℓνmupνqq
pkq

}L2 ` }
ÿ

j

χrpνqνj
ÿ

ℓ

pνℓupνqq
pk´1q

}L2

`}
ÿ

j

χrpνqνjupνqpk´2q}L2 `
ÿ

3ďjďk

}χrpνqupνqpk´jq}L2

¸

.

The first three terms are readily estimated using that χrpνqν is small in L8 for r small, while the last term

can be estimated using the fact that }upk´3q}LppΩq ď }upk´3q}H1pΩq for some p ą 2 and compact domain Ω

and then estimating }χrpνqupk´3q}L2 using Hölder’s inequality, which proves (3.11) and the lemma.

3.2 Fredholm properties of L˚ via conjugacies

We introduce the shorthand notation for operators

L0 :“ L˚p1 ´ L˚q´1, LΛ :“ Λeffp1 ´ Λeffq´1,

both closed and densely defined on L2
γ , with Bloch-Fourier decompositions

B ˝ L0 ˝ B´1 “

ż

Ω

xL0pνqdν, B ˝ LΛ ˝ B´1 “

ż

Ω

xLΛpνqdν.

We start our analysis by examining these decompositions on algebraically weighted spaces L2
γpRnq for any

γ ě 0. For γ ą 0, L2
γpRnq is a subspace of L2pRnq and thus B defined on L2

γpRnq is simply the restriction of B
to (3.2) on L2

γpRnq. Our first goal is to characterize the range or B restricted to L2
γ . Fourier transform is an

isomorphism between L2
γpRnq and HγpRnq, defined for instance using interpolation between rγs :“ maxtk P

Z, k ď γu and rγs ` 1. Introducing

γ´ :“ tk P Z | γ ´ n{2 ´ 1 ď k ă γ ´ n{2u, (3.12)

as the largest integer that is strictly less than γ ´ n{2, we have the continuous embedding

HγpRnq ãÑ Cγ´,τ pRnq, for γ´ P Z, τ P p0, 1s, γ´ ` τ ` n{2 ď γ,

Lemma 3.4. The range of B restricted to L2
γ , γ ě 0, contains functions which extend to twist-periodic

functions that are of class Hγ , that is,

BpL2
γpRnqq “

␣

uBpν1, νK; ξq | uBpν1, νK; ξq “ e´iν1ξUpν1, νK; ξq, U P Hγ
perpΩ, L

2pT2πqq
(

,

and Upν1, νK; ξq “ Upν1 ` 1, νK; ξq. We write BpL2
γq “: Hγ

tw.

Proof. The lemma is a direct consequence of the definition of the Bloch wave transform. We have, writing

pu for the Fourier transform,

uBpν1, νK; ξq “
ÿ

ℓ

eiℓ1ξpupℓ1 ` ν1, νKq, Upν1, νK; ξq “
ÿ

ℓ

eipℓ1`ν1qξ
pupℓ1 ` ν1, νKq.

Choosing now γ “ 0, we find that norms of uB and U in L2pΩ, L2pT2πqq are equivalent to the norm of pu or

u in L2pRnq. Also, U is periodic in ν1 which can be seen by shifting the index of summation. If u P L2
1pRnq,

we have pu P H1pRnq so that ∇νuB ,∇νK
U P L2pΩ, L2pT2πqq. Differentiating the equation for U with respect

to ν1, we also find that Bν1U P L2pΩ, L2pT2πqq after noticing that the multiplicative term iξU is bounded.

One then readily finds that the norm of U P H1pΩ, L2pT2πqq is equivalent to the norm of u in L2
1. Higher

derivatives are obtained in the same fashion and fractional values of γ by interpolation.
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From the lemma, we have equivalent norms on Hγ
tw, either induced by B, or by the isomorphism with

Hγ
perpΩ, L

2pT2πq,

}v}Hγ
tw

:“ }B´1v}L2
γpRnq „ }eiν1ξv}Hγ

perpΩ,L2pT2πqq, (3.13)

where the latter norm is defined via Fourier series.

To analyze L0 and LΛ in terms of their Bloch-Fourier counterparts, we construct a C8-isomorphism ι :“
ş

Ω
ιpνqdν with

ιpνq “ ι0pνq ‘ ιKpνq : L2pT2πq ÝÑ L2pT2πq. (3.14)

Here, the maps ι0, ιK are constructed as isomorphisms,

ι0 : spant1u Ñ spantrepνqu, ιK : spant1uK Ñ spantrepνquK,

where repνq :“ e0 `χ4r0pνqrepνq ´ e0s and where χ4r0 is a smoothed characteristic function for a ball of radius

4r0, as defined in (1.5). Therefore set ι0pνqp1q “ repνq, and define ιKpνq as the identity on spant1, repνquK and

mapping spant1uK X spant1, repνqu to spantrepνquK X spant1, repνqu preserving norm. We later will restrict to

modes in balls of radius 2r0 and r0, hence the peculiar choice of 4r0.

To summarize, there exists an operator ι such that ι and ι´1 are C8-smooth as a mapping from Ω to

BpL2pT2πqq. Moreover, ι, ι´1 P W k,8
`

Ω,BpL2pT2πqq
˘

, for any k P Z`, and

qι :“ B ˝ ι ˝ B´1 : L2
γpRnq Ñ L2

γpRnq

is an isomorphism for any γ P N, which, can be generalized to γ ě 0 via interpolation. Note that ι trivially

preserves the twist periodicity since it is simply constant with respect to ν near the boundary BΩ. We state

this observation in the following lemma.

Lemma 3.5. For any γ ě 0, the operator qι : L2
γpRnq Ñ L2

γpRnq is an isomorphism.

We next introduce a Bloch-Fourier multiplier M :“
ş

Ω
Mpνqdν through

Mpνq ˝ xLΛpνq “ ι´1pνq ˝ xL0pνq ˝ ιpνq, (3.15)

with counterpart in physical space, M :“ B´1 ˝M ˝ B.

Our goal is to show that M, restricted to the closure of Rg pLΛq is an isomorphism, which will be the key

step to establishing that LΛ and L0 share the same Fredholm properties. First notice that

M ˝ LΛ ˝ |ι´1 “ |ι´1 ˝ L0, (3.16)

implies that it is sufficient to show that M restricted to the closure of Rg pLΛq is an isomorphism.

To start with, we summarize some relevant properties of M and its inverse M´1 in the following lemma.

Lemma 3.6. The operator Mpνq : L2pT2πq Ñ L2pT2πq and its inverse are of class C8
`

Ω,BpL2pT2πqq
˘

, and

uniformly bounded on Ω.

Proof. The results are straightforward when ν is away from zero, using (3.15) and the fact that both xLΛpνq

and xL0pνq are bounded invertible. For |ν| sufficiently small (say, |ν| ă r0), the operators xLΛ and ι´1 ˝ xL0 ˝ ι

on x1y ‘ x1yK admit the decomposition

xLΛ –

˜

λpνqp1 ´ λpνqq´1 0

0 xLΛ |x1yK

¸

, ι´1 ˝ xL0 ˝ ι –

˜

λpνqp1 ´ λpνqq´1 0

0 ι´1
K ˝ xL0 ˝ ιK

¸

,

and thus the operator Mpνq is given, in this decomposition, through

Mpνq –

ˆ

1 0

0 M11pνq

˙

,

where M11 “ ι´1
K ˝ xL0 ˝ ιK ˝

´

xLΛ |x1yK

¯´1

. It is readily seen that Mpνq is smooth and uniformly bounded

invertible for |ν| ă r0.
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We note that conjugation with the effective Laplacian ∆eff would give regularity W 2,8 of the symbol Mpνq,

thus limiting the ranges of allowed γ-values. Smoothness of M , Lemma 3.6, and of ι, Lemma 3.5, imply that

(3.16) defines a conjugacy of the operators L˚ and Λeff , thus guaranteeing Fredholm properties of L˚.

We now readily obtain the following result on Fredholm properties for the linearization at stripes analogous

to Theorem 2.1, roughly showing that up to the cokernel of pseudo-harmonic polynomials, the operator is

bounded invertible.

Theorem 3.7. For space dimension n ě 2 and spatial weight n{2 ă γ ` n{2 R Zzp2, nq, the linearization at

stripes, considered as a closed operator,

L˚ : DγpL˚q Ă H4
γ´2pRnq Ñ L2

γpRnq (3.17)

is Fredholm. We have the characterization of kernel and cokernel as follows:

(i) for γ ` n{2 P p2, nq, (3.17) is an isomorphism.

(ii) for γ ` n{2 P pn ` m,n ` m ` 1q and m P N, (3.17) is an injection with its closed range equal to

Rγ “ HKγ

ďmpL˚q.

Proof. The result is an immediate consequence of the smoothness of ι and M , which provide a smooth

conjugacy of Fourier symbols.

Counting dimensions of the kernel and exploiting the conjugacy with the Laplacian, one can then completely

characterize the kernel of L˚ when restricted to polynomially growing functions. We collect here only the

relevant information for at most linear growth, and refer to the appendix for a more comprehensive study.

Lemma 3.8. The kernel of the linear operator L˚ in spaces of functions with at most linear growth is spanned

by the pseudo-harmonic polynomials, H0, H1,j , j “ 1 . . . , n.

Proof. By smallness of the perturbation in Kondratiev spaces and conjugacy, the kernel is at most n `

1-dimensional. A direct calculation readily demonstrates that the n ` 1 functions H0, H1,j are linearly

independent and belong to the kernel.

We may then construct a projection Q onto the cokernel of L˚, using the fact that the range is L2-orthogonal

to the kernel in L2
´γ . We will only use this projection in the specific case where cokernel has dimension n` 1

and write

QRγ “ 0, dim pRgQq “ dim pcokerL˚q. (3.18)

Note that this projection is not uniquely defined as there is no canonical basis for a complement of the range

in L2
γ .

3.3 Mode filters

Unfortunately, the loss of localization predicted in Theorem 3.7 does not allow us to close a nonlinear argument

when quadratic nonlinearities are present, as is the case in our situation. We therefore develop here and in

the next section more refined mapping properties of L˚. Roughly speaking, the operator should be bounded

invertible for Bloch modes away from the neutral mode, without loss of localization. For close-to-neutral

modes, we expect to lose 2 degrees of localization as predicted in Theorem 3.7. Localization is regained by

applying operators obtained by conjugating derivatives with ι, since applying derivatives after inverting Λeff

gains derivatives. Splitting off neutral modes will be accomplished by the mode filters that we introduce

below. We then introduce spaces that characterize gain of localization via derivatives.
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We define the mode filters first in Fourier and then in physical space, through

PrBfpν; ξq :“ χrpνq
xBfpν; ¨q, epν; ¨qyL2pT2πq

}epν; ¨q}2L2pT2πq

epν; ξq, P0,r :“ B´1PrB, Ph,r :“ Id ´ P0,r, (3.19)

where χr is the smoothed characteristic function of a small neighborhood of the origin in Rn defined in (1.5),

and 0 ă r ď 2r0, where r0 was used in the definition of the conjugacy ι in (3.14). We will throughout use the

fact that

P0,rPh,2r “ Ph,2rP0,r “ 0, for any r P p0, r0s, (3.20)

which is immediate from χrp1 ´ χ2rq ” 0. Note that P0,r and Ph,r would be projections if χr was an actual

characteristic function. Nevertheless, P0,r and Ph,r commute with the operator L˚. More precisely, we have,

for any u P DγpL˚q,

xL˚PrBu “ λpνqχrpνq
xBupν; ¨q, epν; ¨qyL2pT2πq

}epν; ¨q}2L2pT2πq

epν; ξq “ PrxL˚Bu. (3.21)

A natural consequence of the commutativity property is that P0,r and Ph,r are well-defined as mappings on

the range Rγ ; that is, P0,rpRγq Ď Rγ and Ph,rpRγq Ď Rγ . Note that P0,r and Ph,r are defined and bounded

on L2
γ for any γ, based on the smoothness of χr. We can therefore decompose any function in the range,

f “ L˚u P Rγ “ HKγ

ďmpL˚q ùñ f “

“:f0
hkkikkj

P0,rf `

“:fh
hkkikkj

Ph,rf , f0, fh P Rγ . (3.22)

From now on, we assume that the kernel of L˚ is trivial, γ ` n{2 ą 2. Statements below will hold true for

other values of γ when taking norms after quotienting the kernel.

Boundedness of P0{h,r and Theorem 3.7 give that, for maxt2, n{2u ă γ ` n{2 R Zzp2, nq,

}u0}H4
γ´2

ď C}f0}γ , }uh}H4
γ´2

ď C}fh}γ , where u0 :“ L´1
˚ f0, uh :“ L´1

˚ fh, (3.23)

and we note that u0 “ P0,ru since L˚ and P0,r commute. Our next goal is to refine those estimates with a

further decomposition of the neutral component u0 to characterize the gain of localization and a Bloch-Fourier

characterization of the stable component uh.

A more explicit expression of mode filters can be gained by expanding the mode filter operator Pr in ν in

Bloch-Fourier space. In particular, keeping only the leading-order term u1
˚ of the eigenfunction epν; ξq, we

define the simplified mode filter,

rPrBu :“ χrpνq
xpBuqpν; ¨q, epν; ¨qyL2pT2πq

}epν; ¨q}2L2pT2πq

u1
˚pξq. (3.24)

Transforming back to physical space, the multiplication by u1
˚ factors, so that

B´1
rPrBu “ B´1

”

rPrBu
ı

“ B´1

«

χrpνq
xpBuqpν; ¨q, epν; ¨qyL2pT2πq

}epν; ¨q}2L2pT2πq

ff

u1
˚px1q “:

”

rP0,ru
ı

u1
˚px1q. (3.25)

Note that the last expression is a pointwise product in x of the envelope rP0,ru and the periodic function

u1
˚px1q. We then define the complementary simplified mode filter as

rPh,ru :“ p Id ´ u1
˚px1q rP0,rqu. (3.26)

Summarizing, we have

u “

u0
hkkikkj

P0,ru `

uh
hkkikkj

Ph,ru “ u1
˚px1q

“:ru0
hkkikkj

rP0,ru `

“:ruh
hkkikkj

rPh,ru , (3.27)
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where we introduce the notation ru0 for the envelope and ruh for the remainder.

In order to state properties of our decomposition, we also introduce the modified Kondratiev spaces,

}u}Mm,k,p
γ pRnq

“

¨

˝

ÿ

0ď|α|ďm

}Dαu}
p
Lp

minpγ`k,γ`|α|q

˛

‚

1{p

, (3.28)

where |α| “ α1 ` . . .` αn, D
α denotes partial derivatives with multi-index convention. The following result

gives the desired refined version of (3.23).

Proposition 3.9. For u P DγpL˚q with n ě 2, maxt2, n{2u ă γ ` n{2 R Zzp2, nq, with the decomposition

L˚u “ f “ f0 ` fh P Rγ as in (3.22), and the decomposition u “ u1
˚ru0 ` ruh as in (3.27), there exists a

constant C ą 0 so that

}ru0}M4,2,2
γ´2

ď C}f}L2
γ
, }ruh}H4

γ´1
ď C}f}L2

γ
.

In other words, we can recover the loss of localization by taking derivatives in the envelope, ru0, and lose just

one degree of localization in the complement, ruh.

We prepare the proof with the following characterization of the neutral component.

Lemma 3.10. For u P DγpL˚q with n ě 2, maxt2, n{2u ă γ ` n{2 R Zzp2, nq, there exists w P M2,2
γ´2pRnq

such that

Bru0 “ gpνq pwpνq, with gpνq “
1

2π
χrpνq. (3.29)

Proof. For u P DγpL˚q, we define f “ L˚u, and consider the following commutative diagram,

L2
γ´2pRnq H2

γ´2pRnq Ðâ M2,2
γ´2pRnq L2

γpRnq L2
γpRnq

L2
γ´2pRnq H4

γ´2pRnq Ðâ DγpL˚q L2
γpRnq

qι

p1 ´ Λeffq´1 Λeff M

qι

p1 ´ L˚q´1 L˚

(3.30)

From the above diagram, together with Theorem 2.1 and Theorem 3.7, there exist a unique w P M2,2
γ´2pRnq,

such that

Bu “ xL˚

´1
˝ ι ˝M ˝ yΛeffpBwq.

This yields

Bru0 “ χrpνq
xpBuqpν; ¨q, epν; ¨qyL2pT2πq

}epν; ¨q}2L2pT2πq

“
χrpνq

}epν; ¨q}2L2pT2πq

xxL˚

´1
˝ ιpνq ˝Mpνq ˝ yΛeffpνqpBwqpν; ¨q, epν; ¨qyL2pT2πq

“
χrpνq

2πλpνq
xMpνq ˝ yΛeffpνqpBwqpν; ¨q, 1yL2pT2πq

“
χrpνq

2πλpνq
xλpνqpBwqpν; ¨q, 1yL2pT2πq

“
χrpνq

2π
xpBwqpν; ¨q, 1yL2pT2πq

“
χrpνq

2π
pwpνq,

which concludes the proof.
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Proof of Proposition 3.9. We first prove the estimate on ru0. We recall from (3.29) in Lemma 3.10 that

Bru0 “ gpνq pwpνq. We need to verify that applying up to 2 derivatives improves localization by one degree for

each derivative, while the action of higher derivatives is simply bounded. First, according to the commutative

diagram (3.30), we have

w “ Λ´1
eff ˝ M´1 ˝ qι´1f, with }w}M2,2

γ´2
ď C}f}L2

γ
(3.31)

where the estimate is derived from the mapping properties of Λeff , Theorem 2.1 and Lemma 3.3. Next, for

|α| ď 2, we have

}Dα
ru0}L2

γ´2`|α|
“}BpDα

ru0q}Hγ´2`|α|pΩ,L2pT2πqq

“}pBξ ` iν1qα1piνKqαKBru0}Hγ´2`|α|pΩ,L2pT2πqq

“}pBξ ` iν1qα1piνKqαKg pw}Hγ´2`|α|pΩ,L2pT2πqq

“}piν1qα1piνKqαKg pw}Hγ´2`|α|pΩ,L2pT2πqq

ďC}piνqα pw}Hγ´2`|α|pRnq

“C}Dαw}L2
γ´2`|α|

pRnq.

(3.32)

Noting that any higher derivative of ru0 can be applied to w as shown in the above inequality (3.32) and the

rest can be absorbed into the constant, we conclude that, for any |α| ą 2,

}Dα
ru0}L2

γ
ďC}w}M2,2

γ´2pRnq
. (3.33)

Combining (3.31), (3.32) and (3.33), we have

}ru0}M4,2,2
γ´2

ď C}f}L2
γ
.

We are left to show the estimate for ruh. We recall from (3.27) that

ruh “ uh `

“:Qru0
hkkkkkkkikkkkkkkj

u0 ´ u1
˚px1qru0, (3.34)

and note that

pBQru0qpν; ξq “ gpνq pwpνqpepν; ξq ´ u1
˚pξqq “ gpνq pwpνqpiν1e1pν; ξq ` Op|ν|2qq,

where we apply the same techniques as in the inequality (3.32) and readily conclude that

}Qru0}H4
γ´1

ď C}w}M2,2
γ´2

ď C}f}L2
γ
. (3.35)

Due to the fact that fh does not admit any close-to-neutral modes, the action of L´1
˚ on fh in Bloch-space

is bounded invertible so that we readily obtain that

}uh}H4
γpRnq “ }L´1

˚ fh}H4
γpRnq ď C}fh}L2

γpRnq. (3.36)

Combing (3.34)-(3.36) concludes the proof.

3.4 Refined mapping properties of L˚

We show refined estimates based on the mode filters and modulation decomposition introduced above. Recall

that

rP0,ru “ B´1

˜

xBpP0,ruqpν, ¨q, epν, ¨qyL2pT2πq

}epν; ¨q}2L2pT2πq

¸

, rPh,ru “ u´ u1
˚
rP0,ru. (3.37)

Roughly speaking, we show that the linear operator loses 2 degrees of localization within the neutral com-

ponent, no localization in a complement, and has cross terms between neutral component and complement

that lose 1 degree of localization.
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Proposition 3.11. Let r P p0, r0q, n ě 2, and maxt2, n{2u ă γ ` n{2 R Zzp2, nq. Given f P L2
γ´1 such that

P0,2rf P Rγ , we have f P Rγ´1 and

} rP0,rL´1
˚ f}M4,2,2

γ´2
` } rPh,rL´1

˚ f}H4
γ´1

ď C
´

}f}L2
γ´1

` }P0,2rf}L2
γ

¯

. (3.38)

Proof. We claim that if P0,2rf P Rγ , then f P Rγ´1. Thanks to Theorem 3.7, the claim is obviously true

for γ ă 1 ` n{2; for γ ą 1 ` n{2, we have that for any H P Hďpγ´1q´pL˚q,

xH, fyL2pRq “ xH,P0,2rfyL2pRq “ 0,

since xH,P0,2rfyL2pRq is a linear combination of coefficients in the Taylor expansion of

xP2rBf, epν; ¨qyL2pT2πq “ χ2rpνqxBf, epν; ¨qyL2pT2πq,

at ν “ 0. Recalling the equality in (3.20) and the fact that Ph,2r and L˚ are commutative, we conclude that

P0,rL´1
˚ Ph,2rf “ P0,rPh,2rL´1

˚ f “ 0.

From this, together with the definition of rP0,r in (3.37) and the fact that Qr “ P0,r ´ rP0,r as in (3.27) and

(3.34), we readily find that

rP0,rL´1
˚ Ph,2rf “ 0, QrL´1

˚ Ph,2rf “ pP0,r ´ u1px1q rP0,rqL´1
˚ Ph,2rf “ 0,

which, in combination with Proposition 3.9, yields

} rP0,rL´1
˚ f}M4,2,2

γ´2
“ } rP0,rL´1

˚ P0,2rf}M4,2,2
γ´2

ď C}P0,2rf}L2
γ
,

}QrL´1
˚ f}H4

γ´1
“ }QrL´1

˚ P0,2rf}H4
γ´1

ď C}P0,2rf}L2
γ
.

(3.39)

On the other hand, we have

Ph,rL´1
˚ f “ L´1

˚ Ph,rf,

where, again, Ph,rf admits only stable modes of L˚ and thus we readily conclude that

}Ph,rL´1
˚ f}H4

γ´1
“ }L´1

˚ Ph,rf}H4
γ´1

ď C}f}L2
γ´1

. (3.40)

Combining (3.39)–(3.40))and noting that rPh,r “ Qr ` Ph,r, we find the desired estimate (3.38).

4 Modulation ansatz and fixed point scheme

We substitute the ansatz

u “ uψ ` w “ uψ ` u1
˚ rw0 ` rwh, (4.1)

into the stationary Swift-Hohenberg equation, where

uψ “ u˚pψpxq; |∇ψpxq|q,

with phase modulation ψpxq “ x1 ` Θpxq and Θpxq small, localized, to be determined. Recall that we focus

on the physically relevant cases n “ 2, 3. We incorporate the uniform phase shift a0 into g, writing

´p∆ ` 1q2puψ ` wq ` µpuψ ` wq ´ puψ ` wq3 ` εgpx1 ´ a0, xKq “ 0. (4.2)

Now define

L˚ :“ ´p∆ ` 1q2 ` µ´ 3u2˚, N pψ,wq :“ 3pu2ψ ´ u2˚qw ` 3uψw
2 ` w3,

Rpψq :“ ´r´p∆ ` 1q2 ` µsuψ ` u3ψ, Gpφ, εq :“ ´εgpx1 ´ a0, xKq,
(4.3)
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formally apply L´1
˚ to (4.2), and expand to find

w “ L´1
˚ pRpψq ` N pψ,wq ` Gpa0, εqq , (4.4)

which, equivalently, can be considered as an equation in p rw0, rwhq P Xγ´2 :“ M4,2,2
γ´2 ˆH4

γ´1,

ˆ

rw0

rwh

˙

“

˜

rP0,r

rPh,r

¸

L´1
˚

`

Rpψq ` N pψ, rw0u
1
˚ ` rwhq ` Gpa0, εq

˘

. (4.5)

Clearly, (4.4) possesses a trivial solution w “ 0 at ε “ 0. The strategy then is, in a somewhat straightforward

fashion, to establish contraction mapping properties for the right-hand side when ε is small. In fact, once one

establishes that the right-hand side is well defined, one finds differentiability and can solve with the Implicit

Function Theorem. There are however two key difficulties: the linear operator L˚ is, first, not onto and,

second, loses localization when inverting. The first difficulty is addressed by the introduction of the phase

modulation ψ, which adds degrees of freedom that compensate for the cokernel. The second difficulty is

addressed through the refined estimates (3.38). Without these refined estimates or the phase modulation ψ,

it appears to be impossible to close such a nonlinear iteration argument.

It turns out that the nonlinear argument needs to be carried out in spaces with localization that enforces a

cokernel spanned by linearly growing pseudo-harmonic polynomials. This can be compensated by smoothed

versions of the Green’s function and its (discrete) derivatives. The Green’s function itself does however

introduce weak decay in the far field, or even logarithmic growth in two dimensions, leading to solutions that

are not observed. The bounded element of the cokernel is therefore better compensated by an appropriate

translate a0. Since those translates enter the equation only at order ε, we introduce a dummy term αϕpxq

at first, to compensate for the constants in the cokernel. Given a solution in terms of ε, we then solve α “ 0

with variable a0 after obtaining expansions for αpεq and dividing by ε “ 0.

Slightly more specifically, we change (4.5) to

0 “ ´

ˆ

rw0

rwh

˙

`

˜

rP0,r

rPh,r

¸

L´1
˚

`

Rpψpaqq ` N pψpaq, rw0u
1
˚ ` rwhq ` Gpa0, εq ` αϕ

˘

, (4.6)

and solve as a nonlinear equation

0 “ Fp rw0, rwh, a, a0, α; εq. (4.7)

Here, p rw0, rwhq P Xγ´2, a0, α P R, and a P Rn, where n is the dimension of ambient space and ψpaq is linear

in a, consisting of a parameterization of phase corrections by the cokernel defined in the next section. Using

Proposition 3.11, well-posedness of (4.7) requires

N ` G ` R ` αϕ P Rγ´1, P0,2rpN ` G ` R ` αϕq P Rγ , (4.8)

when p rw0, rwhq P Xγ´2. Note that the inclusions (4.8) contain statements on localization and, cokernel

conditions. Satisfying both conditions and showing that the resulting iteration scheme defines a contraction

mapping is then accomplished in the following steps:

(i) construct ψpaq, linear in a, and ϕ so that Rpψp¨qq and αϕ span the cokernel of L˚ and R P L2
γ´1, with

a P Rn and α P R;

(ii) show that N is continuously differentiable on Xγ´2 ˆ Rn into L2
γ´1 with vanishing derivative at the

origin;

(iii) show that P0,2rN is well defined and continuously differentiable from Xγ´2 ˆ Rn into L2
γ ;

(iv) show that R ` N ` G ` αϕ P Rγ´1, P0,2rpN ` G ` R ` αϕq P Rγ , that is, both are in the range, for

a choice a “ Ψap rw0, rwh, a0q, α “ Ψαp rw0, rwh, a0q with Ψa : Xγ´2 Ñ Rn, Ψa0 : Xγ´2 Ñ R smooth with

vanishing derivative at the origin;
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(v) substitute the expressions for a and α into (4.6), solve for p rw0, rwhq with the implicit function theorem

as functions of a0, and expand the solution with α “ αpa0; εq;

(vi) expand α “ εα1pa0q ` Opε2q and find α “ 0 at a nondegenerate zero of α1 using Hypothesis 1.2.

These steps will be carries out in the subsequent sections.

4.1 Modulations by multi-pole modulations

We recall first that

Rpψq “ r´p∆ ` 1q2 ` µsuψ ´ u3ψ “ ´p∆2 ` 2∆quψ ` |∇ψ|4u4
ψ ` 2|∇ψ|2u2

ψ,

where uψ “ upψ; |∇ψ|q, and we used the equation for u as a periodic solution. We introduce the ansatz

Θpxq :“ p1 ´ χ1pxqqa ¨ ∇Gpxq, (4.9)

and exploit the phase modulation

ψpxq “ x1 ` Θpxq.

In order to evaluate decay, we first derive expressions for derivatives,

∇u “u1∇ψ ` uk∇|∇ψ|,

∆u “∇ ¨ pu1∇ψq ` ∇ ¨ puk∇|∇ψ|q

“u2|∇ψ|2 ` 2u1
k∇ψ ¨ ∇|∇ψ| ` ukk |∇|∇ψ||

2
` u1∆ψ ` uk∆|∇ψ|,

∆2u “
“

p∆u2q|∇ψ|2 ` 2p∇u2q ¨ p∇|∇ψ|2q ` u2p∆|∇ψ|2q
‰

`

2
␣

p∆u1
kq∇ψ ¨ ∇|∇ψ| ` 2

`

∇u1
k

˘

¨ r∇ p∇ψ ¨ ∇|∇ψ|qs ` u1
k∆ p∇ψ ¨ ∇|∇ψ|q

(

`
”

p∆ukkq |∇|∇ψ||
2

` 2p∇ukkq ¨ p∇ |∇|∇ψ||
2
q ` ukkp∆ |∇|∇ψ||

2
q

ı

`

“

p∆u1qp∆ψq ` 2p∇u1q ¨ ∇ p∆ψq ` u1∆2ψ
‰

` (4.10)
“

p∆ukqp∆|∇ψ|q ` 2p∇ukq ¨ ∇ p∆|∇ψ|q ` uk∆
2|∇ψ|

‰

“u4|∇ψ|4 ` 4u3
k |∇ψ|2 p∇ψ ¨ ∇|∇ψ|q ` 2u2

kk

”

|∇ψ|2 |∇|∇ψ||
2

` 2 p∇ψ ¨ ∇|∇ψ|q
2
ı

`

4u1
kkk |∇|∇ψ||

2
p∇ψ ¨ ∇|∇ψ|q ` ukkkk |∇|∇ψ||

4
` 2u3∇ ¨

`

|∇ψ|2∇ψ
˘

`

2u2
k∇ ¨

“

|∇ψ|2∇|∇ψ| ` 2 p∇ψq ¨ p∇|∇ψ|q∇ψ
‰

`

2u1
kk∇ ¨

”

|∇|∇ψ||
2 ∇ψ ` 2 p∇ψq ¨ p∇|∇ψ|q∇|∇ψ|

ı

` 2ukkk∇ ¨

´

|∇|∇ψ||
2 ∇|∇ψ|

¯

`

u2r
1

2
∆2pψ2q ´ ψ∆2ψs ` u1

kr∆2pψ|∇ψ|q ´ |∇ψ|∆2ψ ´ ψ∆2|∇ψ|s`

ukkr
1

2
∆2p|∇ψ|2q ´ |∇ψ|∆2|∇ψ|s ` u1∆2ψ ` uk∆

2|∇ψ|.

Since the gradient of the Green’s function is homogeneous of degree 1 ´ n, we express decay in orders

of algebraic decay, that is, we write Opmq when a function is bounded by |x|´m up to a constant for |x|

sufficiently large.

For large x, we have ψpxq “ x1 ` Opn´ 1q, and

ψx1
“ 1 ` Opnq, ∇xK

ψ “ Opnq, ∇|∇ψ| “ ∇ψx1
` Opn` 1q. (4.11)
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We now expand R as

Rpψq “ ´ 4u3
k |∇ψ|2 p∇ψ ¨ ∇|∇ψ|q ´ 2u3∇ ¨

`

|∇ψ|2∇ψ
˘

´

2u2
k∇ ¨

“

|∇ψ|2∇|∇ψ| ` 2 p∇ψq ¨ p∇|∇ψ|q∇ψ
‰

´ u2r
1

2
∆2pψ2q ´ ψ∆2ψs´

u1
kr∆2pψ|∇ψ|q ´ |∇ψ|∆2ψ ´ ψ∆2|∇ψ|s ´ u1∆2ψ ´ uk∆

2|∇ψ|´

2r2u1
k∇ψ ¨ ∇|∇ψ| ` u1∆ψ ` uk∆|∇ψ|s ` Opn` 3q

“ ´ 4u3
k∆x1ψ ´ 2u3p3∆x1ψ ` ∆xK

ψq ´ 2u2
kp3∆x1ψ ` ∆xK

ψqx1 ´ 4u2p∆ψqx1´

4u1
k∆x1

p∆ψq ´ u1∆2ψ ´ ukp∆2ψqx1
´

4u1
k∆x1ψ ´ 2pu1∆ψ ` ukp∆ψqx1q ` Opn` 3q

“p´4u3
k ´ 6u3 ´ 4u1

k ´ 2u1q∆x1
ψ ` p´2u3

˚ ´ 2u1q∆xK
ψ ` Opn` 2q.

(4.12)

With this calculation, we are ready to conclude that R contributes terms to the fixed point iteration with

sufficient localization.

Lemma 4.1. For γ ` n{2 ă 2 ` n we have

R P L2
γ´1, P0,2rR P L2

γ . (4.13)

Moreover, R is smooth as a function of a.

Proof. Since R “ Opn` 1q, we find that R P L2
γ´1, which gives the first inclusion in (4.13). In order to find

the extra localization after applying the mode filter; that is, to see that P0,2rR P L2
γpRnq, we write

D} :“ ´4u3
k ´ 6u3 ´ 4u1

k ´ 2u1, DK :“ ´2u3
˚ ´ 2u1,

and exploit the expansion of R,

P0,2rR “ P0,2r

`

D}ψx1x1
`DK∆xK

ψ
˘

` Opn` 2q.

Noting that any term of the order Opn ` 2q P L2
γpRnq for any γ ă 2 ` n{2 and that the function d}ψx1x1

`

dK∆xK
ψ has compact support, we are left to show that

P0,2r

ˆ

`

D}ψx1x1
`DK∆xK

ψ
˘

´
`

d}ψx1x1
` dK∆xK

ψ
˘

u1
˚

˙

P L2
γpRnq,

or, equivalently,

BP0,2r

ˆ

`

D}ψx1x1
`DK∆xK

ψ
˘

´
`

d}ψx1x1
` dK∆xK

ψ
˘

u1
˚

˙

P Hγ
tw.

We therefore expand

BP0,2r

ˆ

`

D}ψx1x1
`DK∆xK

ψ
˘

´
`

d}ψx1x1
` dK∆xK

ψ
˘

u1
˚

˙

“
@`

D}Bψx1x1
`DKB∆xK

ψ
˘

´
`

d}Bψx1x1
` dKB∆xK

ψ
˘

u1
˚, e

D

L2pT2πq

χ2rpνq

}epν; ¨q}2L2pT2πq

epν; ξq

“
@`

D}Bψx1x1 `DKB∆xK
ψ
˘

´
`

d}Bψx1x1 ` dKB∆xK
ψ
˘

u1
˚, u

1
˚ ` Op|ν|q

D

L2pT2πq

χ2rpνq

}epν; ¨q}2L2pT2πq

epν; ξq.

We again could apply a discrete derivative argument on the higher order terms and show that they are at

least of order Opn` 2q and thus in L2
γ . We now note that

d} “
xD}, u

1
˚yL2pTp2πqq

}u1
˚}2L2pT2πq

, dK “
xDK, u

1
˚yL2pTp2πqq

}u1
˚}2L2pT2πq

,
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and rewrite the essential part of the leading order term,
@`

D}Bψx1x1
`D2B∆xK

ψ
˘

´
`

d}Bψx1x1
` dKB∆xK

ψ
˘

u1
˚, u

1
˚

D

L2pT2πq

“
@

Bψx1x1
, pD} ´ d}u

1
˚qu1

˚

D

L2pT2πq
`
@

B∆xK
ψ, pDK ´ dKu

1
˚qu1

˚

D

L2pT2πq

where the two functions pD}´d}u
1
˚qu1 and pDK´dKu

1
˚qu1 are 2π-periodic with zero average. We may therefore

integrate by parts and find that the derivative with respect to ξ of Bψx1x1
and B∆xK

ψ yields an additional

degree of decay in physical space.

Smoothness of R and P0,2rR as functions of a is readily obtained as follows. Dependence on a through ψ

is linear so that boundedness implies smoothness. Dependence on a through u yields additional degrees of

localization upon differentiation, and smooth dependence readily follows.

Finally, we also introduce for later use the correction

ϕpxq “ χRpxqu1
˚px1q, (4.14)

with an arbitrary, fixed R ą 0.

4.2 Localization and smoothness of N

In order to evaluate superposition operators in weighted spaces, we prepare with embedding results that

recover sharp localization from weighted Sobolev and Kondratiev spaces.

Lemma 4.2. There is a constant C such that for any uh P H4
γ , we have

|uhpxq| ď C}uh}H4
γpRnqxxy´γ .

Proof. This is immediate using the embedding of H4 into L8 for the function upxqxxyγ .

Lemma 4.3. There is a continuous embedding of M2,2,2
γ`n{p´n{2pRnq into LpγpRnq, for n “ 2, 3, 1 ď p ď 8;

that is,
$

&

%

}u0}Lp
γ

ď C}u0}M2,2,2
γ`n{p´n{2

, 1 ď p ă 8;

}u0}L8
γ

ď C}u0}M2,2,2
γ´n{2

, p “ 8.

Proof. We prove the global weighted embedding via local classical Sobolev embedding on an exponential

annulus decomposition of Rn. More specifically, we introduce a family of annuli,

Aj “

#

tx | 2j ď |x| ă 2j`1u, j P N;
tx | |x| ă 1u, j “ ´1.

On each annulus Aj (j ě 0), we introduce the change of variable,

ujpyq “ up2jyq, y P A0,

so that, under the change of coordinates, the function u restricted to each Aj (j ě 0) is now defined on the

same annulus A0, yielding with universal changing constants C,

}u}
p
Lp

γ
“

8
ÿ

j“´1

ż

Aj

xxypγ |upxq|pdx “

ż

A´1

xxypγ |upxq|pdx`

8
ÿ

j“0

ż

Aj

xxypγ |upxq|pdx

ďC

«

}u}
p
H2pA´1q

`

8
ÿ

j“0

2rpγ`nsj

ż

A0

|ujpyq|pdy

ff

“ C

«

}u}
p
H2pA´1q

`

8
ÿ

j“0

2rpγ`nsj}uj}
p
LppA0q

ff

ďC

«

}u}
p
H2pA´1q

`

8
ÿ

j“0

2rpγ`nsj}uj}
p
H2pA0q

ff

,
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by Sobolev embedding in dimension n ď 3. Next, exploiting the Kondratiev scaling,

}u}
p

L
p
γ

ďC

«

}u}
p

H2pA´1q
`

8
ÿ

j“0

2rpγ`nsj

ˆ
ż

A0

|ujpyq|
2dy `

ż

A0

|∇yuj |
2dy `

ż

A0

|∇2
yuj |

2dy

˙p{2
ff

ďC

«

}u}
p

H2pA´1q
`

8
ÿ

j“0

2rpγ`nsj

˜

2´nj

ż

Aj

|upxq|
2dx ` 2p2´nqj

ż

Aj

|∇xupxq|
2dx`

`2p4´nqj

ż

Aj

|∇2
xupxq|

2dx

¸p{2
fi

fl

ďC

»

–}u}
p

H2pA´1q
`

˜

8
ÿ

j“0

2r2γ`2n{p´nsj

ż

Aj

|upxq|
2dx

¸p{2

`

˜

8
ÿ

j“0

2r2γ`2n{p´n`2sj

ż

Aj

|∇xupxq|
2dx

¸p{2

`

˜

8
ÿ

j“0

2r2γ`2n{p´n`4sj

ż

Aj

|∇2
xupxq|

2dx

¸p{2
fi

fl

ďC}u}
p

M
2,2,2
γ`n{p´n{2

.

The case p “ 8 can be treated in the same fashion.

We are now ready to evaluate the superposition operators. We first establish mapping properties of N .

Lemma 4.4. For n “ 2, 3, and γ ` n{2 P pn` 1, n` 2q, we have that N , defined through

N : Xγ´2 ˆ Rn Ñ L2
γ´1,

p rw0, rwh, aq ÞÑ 3pu2˚ ´ u2ψqw ´ 3u˚w
2 ` 3pu˚ ´ uψqw2 ´ w3,

with w “ rw0 ` rwh, ψ as in (4.9) is well-defined and smooth on a small neighborhood of the origin, with

vanishing derivative at the origin.

Proof. We decompose

N “

“:N1
hkkkkkkikkkkkkj

3pu2˚ ´ u2ψqw´

“:N2
hkkikkj

3u˚w
2 `

“:N3
hkkkkkkkkkkkikkkkkkkkkkkj

3pu˚ ´ uψqw2 ´ w3 .

Recalling that

ψ “ x1 ` Θpxq “ x1 ` p1 ´ χpxqqa ¨ ∇Gpxq,

we note that N1 is bounded by Θw. Since Θ is Op1 ´ nq and w P L2
γ´2, this shows N1 P L2

γ´1, depending

smoothly on the parameters a. To show smoothness and boundedness of of N2 and N3, we use that w P L2
γ´2

and, by Lemma 4.3, w P L8
γ´2`n{2, so that again w2 P L2

γ´1, smoothly depending on w as a bilinear bounded

map. Derivatives in a introduce additional localization and are treated in the same fashion. Since u˚ “ uψ
are a “ 0, N is quadratic at the origin with vanishing derivative.

4.3 Localization and smoothness of P0,2rN

The next lemma establishes smoothness similar to Lemma 4.4, but with one additional degree of localization.

Lemma 4.5. For n “ 2, 3 and γ ` n{2 P pn` 1, n` 2q, we have that P0,2rN , defined through

P0,2rN : Xγ´2 ˆ Rn Ñ L2
γ ,

p rw0, rwh, aq ÞÑ P0,2r

`

3pu2˚ ´ u2ψqw ´ 3u˚w
2 ` 3pu˚ ´ uψqw2 ´ w3

˘

,

with w “ rw0 ` rwh, ψ as in (4.9), is well-defined and smooth on a small neighborhood of the origin, with

vanishing derivative at the origin.
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Proof. We check that P0,2rN “ P0,2rpN1 ` N2 ` N3q P L2
γ term by term.

P0,2rN3 P L2
γ . We just need to show that

N3 “ 3pu˚ ´ uψqw2 ´ w3 P L2
γ .

Noting that w2 P L2
γ´1 and u˚ ´ uψ “ OpΘq “ Op1 ´ nq, we readily conclude that 3pu˚ ´ uψqw2 P L2

γ . To

treat w3, we recall from Lemma 4.3 and Lemma 4.2 that

rw0pxq “ O
´

´ pγ ´ 2 ` n{2q

¯

, rwhpxq “ O
´

´ pγ ´ 1q

¯

.

The first inequality implies that w̃3
0 P L2

γ , given that 2pγ ´ 2 ` n{2q ě 2, that is; γ ` n{2 ě 3, which is true

for our choice of γ and n. Similarly, we conclude that rw2
0 rwh, rw0 rw

2
h, rw

3
h P L2

γ observing that rwh is stronger

localized than rw0. In summary, we established that w3 P L2
γ as claimed.

P0,2rN2 P L2
γ. We expand w2 “ rw2

h`2u1
˚ rw0 rwh`pu1

˚q2 rw2
0. Using the inequalities γ´1 ě 1 and γ´2`n{2 ě 1,

we readily conclude that rw2
h, rw0 rwh P L2

γ so that we only need to show that

P0,2rpu˚pu1
˚q2 rw2

0q
!
P L2

γ ,

or equivalently,

BP0,2rpu˚pu1
˚q2 rw2

0q “ χ2rpνq
xu˚pu1

˚q2B rw2
0pν; ¨q, epν; ¨qyL2pT2πq

}epν; ¨q}2L2pT2πq

epν; ξq
!
P Hγ

tw. (4.15)

Inserting the leading order expansion epν; ξq “ u1
˚pξq ` Op|ν|q into the above expression, we have

BP0,2rpu˚pu1
˚q2 rw2

0q “ xB rw2
0pν; ¨q, u˚pu1

˚q3 ` Op|ν|qyL2pT2πq

χ2rpνq

}epν; ¨q}2L2pT2πq

epν; ξq.

In order to take advantage of the Opνq term which gives additional smoothness in Fourier-Bloch space and

extra decay in physical space, we use the discrete derivative

δjupxq :“ upx` 2πejq ´ upxq “

ż 2π

0

Bxj
upx` tejqdt, for all x P Rn,

where ej is the j-th unit vector. We find that

}δju}M4,1,2
γ´1

ď C}u}M4,2,2
γ´2

,

and

Bδju “ pe´2πiνj ´ 1qBu “ Op|νj |qBu.
As a result, in order to establish (4.15), we need to show that δjp rw

2
0q P L2

γ . Using discrete integration by

parts, it then suffices to show that rw0δjp rw0q P L2
γ . Noting that rw0 P M4,2,2

γ´2 , we have δjp rw0q P L2
γ´1. As a

result, we can conclude from the inequality γ ´ 2 ` n{2 ě 1, that

xB rw2
0pν; ¨q,Op|ν|qyL2pT2πq

χ2rpνq

}epν; ¨q}2L2pT2πq

epν; ξq P Hγ
tw.

Lastly, given that u˚pu1
˚q3 is an odd and 2π-periodic function, it admits a 2π-periodic anti-derivative, denoted

as Upξq. Integration by part then gives

xB rw2
0pν; ¨q, u˚pu1

˚q3yL2pT2πq “ ´xBξB rw2
0pν; ¨q, UyL2pT2πq

“ ´x
ÿ

kPZ
ik qw̃2

0pk ` ν1, νKqeikξ, UyL2pT2πq

“ ´x
ÿ

kPZ
ipk ` ν1 ´ ν1q qw̃2

0pk ` ν1, νKqeikξ, UyL2pT2πq

“ ´x
ÿ

kPZ
ipk ` ν1q qw̃2

0pk ` ν1, νKqeikξ, UyL2pT2πq ` xB rw2
0pν; ¨q,Op|ν|qyL2pT2πq

“ ´xBp2 rw0Bx1
rw0qpν; ¨q, UyL2pT2πq ` xB rw2

0pν; ¨q,Op|ν|qyL2pT2πq,
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from which we readily conclude that

xB rw2
0pν; ¨q, u˚pu1

˚q3qyL2pT2πq

χ2rpνq

}epν; ¨q}2L2pT2πq

epν; ξq P Hγ
tw,

as claimed.

P0,2rN1 P L2
γ. We start with the decomposition,

N1 “ 3pu2˚ ´ u2ψqw “ ´6u˚u
1
˚Θpu1

˚ rw0 ` rwhq ` Op|Θ2|qpu1
˚ rw0 ` rwhq.

Clearly, we have Θ rwh P L2
γ and Op|Θ|2q rw0 P L2

γ , thanks to the fact that OpΘq “ Op1 ´ nq, rω0 P L2
γ´2, and

rwh P L2
γ´1. We are left to show that

P0,2rpu˚pu1
˚q2Θ rw0q P L2

γ ,

the proof of which is very similar to the above proof for P0,2rpu˚pu1
˚q2 rw2

0q and omitted here.

Smoothness. Differentiability properties follow readily from the above estimate after noticing that the map

can be viewed as a symmetric, bounded, multilinear map with bounds given by the previously established

estimates. Derivatives with respect to ψ induce additional localization and the derivative at the origin

vanishes.

Remark 4.6. The inhomogeneity is well defined and smooth by our assumptions on localization. Moreover,

we have P0,2rG P L2
γpRnq as a straightforward consequence of P0,2r being bounded and linear on L2

γpRnq.

4.4 Projecting onto the range through modulation

We wish to choose a and α so that P0,2rpN ` G ` R ` αϕq P Rγ , that is,

h0 “

ż

Rn

H0P0,2rpN ` G ` R ` αϕqdx
!

“ 0, hℓ “

ż

Rn

H1,ℓP0,2rpN ` G ` R ` αϕqdx
!

“ 0, 1 ď ℓ ď n.

(4.16)

Lemma 4.7. For all p rw0, rwh, a0, εq P Xγ´2 ˆ R2 sufficiently small, there exists a unique solution to hm “ 0,

0 ď m ď n, given through the smooth functions

α “ rαp rw0, rwh, a0, εq, aj “ rjp rw0, rwh, a0, εq, 1 ď j ď n. (4.17)

Moreover, rα,prjq1ďjďn, and their derivatives with respect to rw0, rwh, and a0 vanish at the origin. The

derivatives of the corrections aj with respect to ε at the origin are given through

Bεajp0q “
2π

pd}d
n´1
K q1{2}u1

˚}2L2pT2πq

ż

Rn

H1,jGdx, 1 ď j ď n. (4.18)

Proof. First, notice that all integrals define smooth functions in

p rw0, rwh, a, α, a0, εq P Xγ´2 ˆ Rn`3,

in a small neighborhood of the origin. In order to solve for pa, αq, it is therefore sufficient to show invertibility

of the Jacobi matrix, A “ pAℓjqpn`1qˆpn`1q, with entries Bαhj , Baℓhj evaluated at the origin. More specifically,

we note that
ż

Rn

H0fdx “ xBf, ey
ˇ

ˇ

ˇ

ˇ

ν“0

“

ż

Rn

H0P0,2rfdx,

ż

Rn

H1,ℓfdx “ Biνℓ

ˆ

xBf, ey
˙
ˇ

ˇ

ˇ

ˇ

ν“0

“

ż

Rn

H1,ℓP0,2rfdx, 1 ď ℓ ď n,
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and the Jacobi matrix has entries

ℓ “ j “ 0 : A00 “

ż

Rn

H0P0,2rϕdx “

ż

Rn

H0ϕdx “

ż

Rn

χRpxq

´

u1px1q

¯2

dx ą 0;

ℓ “ 0, 1 ď j ď n : A0j :“

ż

Rn

H0P0,2rBajRpψq |a“0 dx “

ż

Rn

H0L˚

`

u1
˚ψj ` u˚,kpψjqx1

˘

dx;

1 ď ℓ ď n, j “ 0 : Aℓ0 “

ż

Rn

H1,ℓP0,2rϕdx “

ż

Rn

H1,ℓϕdx;

1 ď ℓ, j ď n : Aℓj :“

ż

Rn

H1,ℓP0,2rBajRpψq |a“0 dx “

ż

Rn

H1,ℓL˚

`

u1
˚ψj ` u˚,kpψjqx1

˘

dx,

where we used that ϕ “ χRpxqu1
˚px1q for some R ą 0 as defined in (4.14). In order to show that A is

invertible, we show that A is in fact diagonal and calculate the nonzero diagonal entries.

Off-diagonal elements: Aℓj “ 0 for ℓ ‰ j. This fact follows readily from parity considerations as follows:

• ℓ “ 0, j ą 0: the integrand is odd in xj so that the integral vanishes;

• ℓ “ 1: in both cases j ą 1 and j “ 0, the integrand is again odd in x1 and the integral vanishes;

• ℓ ą 1: the integrand is odd in xℓ and the integral vanishes.

Diagonal elements: Aℓℓ ‰ 0 for all ℓ. We already noted that A00 ą 0. For ℓ ě 1, we’d like to integrate by

parts, which yields an integral
ş

RnpL˚H1,ℓqpu1
˚ψℓ ` u˚,kpψℓqx1

qdx, that of course vanishes since L˚H1,ℓ “ 0.

The coefficients Aℓℓ are therefore given by boundary terms in the partial integration. To compute those

boundary terms, we repeatedly use the divergence theorem,
ż

Ω

pf∆g ´ g∆fqdx “

ż

BΩ

pf∇g ´ g∇fq ¨ ndS,

ż

Ω

pf∆2g ´ g∆2fqdx “

ż

BΩ

”

f∇p∆gq ´ p∆gq∇f ` p∆fq∇g ´ g∇p∆fq

ı

¨ ndS,

to find that, for any f P Ker pL˚q,
ż

Ω

fL˚gdx “ ´

ż

BΩ

”

f∇p∆gq ´ p∆gq∇f ` p∆fq∇g ´ g∇p∆fq ` 2
´

f∇g ´ g∇f
¯ı

¨ ndS.

Since the integrands are in L1, we can find the integral on Rn by passing to the limit R Ñ 8 in domains

ΩR “ r´R,Rsn. Denote the normalized vector in the xj direction as nj , and define

pBΩRqj,˘ “ tx P ΩR |xj “ ˘Ru ,

so that BΩR “
Ť

1ďjďn

Ť

k“˘pBΩRqj,k. As a result, we have

ż

ΩR

fL˚gdx “ ´
ÿ

1ďjďn
k“˘

k

ż

pBΩRqj,k

:“wjpxq
hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj

”

fp∆gqxj ´ p∆gqfxj ` p∆fqgxj ´ gp∆fqxj ` 2
´

fgxj ´ gfxj

¯ı

dS.

Altogether, we find that for 1 ď ℓ ď n, we have

Aℓℓ “ lim
RÑ8

ż

r´R,Rsn
fℓL˚gℓdx “ lim

RÑ8

¨

˚

˝

´
ÿ

1ďjďn
k“˘

k

ż

pBΩRqj,k

wℓ,jpxqdS

˛

‹

‚

, (4.19)

where fℓ “ H1,ℓ, gℓ “ u1
˚ψℓ ` u˚,kpψℓqx1

, and

wℓ,j :“ fℓp∆gℓqxj
´ p∆gℓqpfℓqxj

` p∆fℓqpgℓqxj
´ gℓp∆fℓqxj

` 2
´

fℓpgℓqxj
´ gℓpfℓqxj

¯

.
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The parities of fℓ and gℓ with respect to coordinates xj simplify the expression of Aℓℓ. Specifically, for ℓ “ 1,

f1 and g1 are even in all xk directions while, for ℓ ą 1, fℓ and gℓ are odd in x1 and xℓ, and even in the

remaining xk directions. Both cases lead to the fact that wℓ,j is odd in the xj direction and even in the

remaining xk directions, which leads to the simplified form

ż

r´R,Rsn
fℓL˚gℓdx “ ´2

ÿ

1ďjďn

ż

pBΩRqj,`

wℓ,jpxqdS. (4.20)

Noting that the terms of order Op|x|´nq or higher in the expression for wℓ,j converge to zero in the estimate

of Aℓℓ as R goes to infinity, we derive leading order estimates of wℓ,j as |x| goes to infinity. More specifically,

for sufficiently large |x|, we denote Gℓ :“ Bxℓ
G and have

gℓ “ u1
˚Gℓ ` u˚,kG1ℓ,

pgℓqxj
“

#

u2
˚Gℓ ` pu1

˚ ` u1
˚,kqG1ℓ ` Op|x|´n´1q, j “ 1;

u1
˚Gℓj ` Op|x|´n´1q, j ą 1,

∆gℓ “ u3
˚Gℓ ` p2u2

˚ ` u2
˚,kqG1ℓ ` Op|x|´n´1q,

p∆gℓqxj “

#

u
p4q
˚ Gℓ ` p3u3

˚ ` u3
˚,kqG1ℓ ` Op|x|´n´1q, j “ 1;

u3
˚Gℓj ` Op|x|´n´1q, j ą 1.

Now, for j “ 1, we find

wℓ,1 “

«

3
ÿ

m“0

p´1qmpBmx1
fℓqu

p4´mq
˚ ` 2

1
ÿ

τ“0

p´1qτ pBτx1
fℓqu

p2´τq
˚

ff

Gℓ

`

#

3
ÿ

m“0

p´1qmpBmx1
fℓq

”

p3 ´mqu
p3´mq
˚ ` u

p3´mq

˚,k

ı

` 2
1
ÿ

τ“0

p´1qτ pBτx1
fℓq

”

p1 ´ τqu
p1´τq
˚ ` u

p1´τq

˚,k

ı

+

G1ℓ ` Op|x|´nq

“

:“W}px1q
hkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkkj

«

4u1
˚u

3
˚ ´ 2pu2

˚q2 ` 2pu1
˚q2 ´

4
ÿ

m“1

p´1qmu
pmq
˚ u

p4´mq

˚,k ´ 2
2
ÿ

τ“1

p´1qτu
pτq
˚ u

p2´τq

˚,k

ff

¨ pxℓGℓ1 ´ δℓ1G1q ` Op|x|´nq.

Clearly, W}px1q is 2π-periodic. We claim that W}px1q is in fact constant. For this, a direct calculation shows

that

W 1
}px1q “ 4u1

˚pu
p4q
˚ ` u2

˚q ´ u
p5q
˚ u˚,k ` u1

˚u
p4q

˚,k ´ 2pu3
˚u˚,k ´ u1

˚u
2
˚,kq. (4.21)

On the other hand, u˚ solves the 4-th order ODE

´p1 ` k2B2
x1

q2u` µu´ u3 “ 0,

at k “ 1. Taking derivatives of the above ODE with respect to x1 and k respectively at u “ u˚ and k “ 1,

yields

´u
p5q
˚ ´ 2u3

˚ ´ p1 ´ µ` 3u2˚qu1
˚ “ 0, (4.22a)

´u
p4q

˚,k ´ 2u2
˚,k ´ p1 ´ µ` 3u2˚qu˚,k “ 4pu

p4q
˚ ` u2q. (4.22b)

We multiply (4.22a) by u˚,k, (4.22b) by u˚ respectively, and take the difference to find

u˚,kpu
p5q
˚ ` 2u3

˚ q ´ u˚pu
p4q

˚,k ` 2u2
˚,kq “ 4u1pu

p4q
˚ ` u2q. (4.23)
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Comparing (4.21) with (4.23), we can conclude that W 1
}
px1q ” 0, and W}px1q is constant with

W}px1q ”
1

2π

ż 2π

0

W}px1qdx1 “
1

2π

ż 2π

0

“

´6pu2
˚q2 ` 2pu1

˚q2 ´ 4u2
˚u

2
˚,k ` 4u1

˚u
1
˚,k

‰

dξ “ ´
}u1

˚}2L2pT2πq

2π
d}.

(4.24)

which simplifies the expression of wℓ,1; that is,

wℓ,1 “ ´
}u1

˚}2L2pT2πq

2π
d} pxℓGℓ1 ´ δℓ1G1q ` Op|x|´nq.

Noting that GℓpRxq “ Rn´1Gℓpxq and GℓjpRxq “ R´nGℓjpxq, we conclude that

lim
RÑ8

ż

pBΩRq1,`

wℓ,1dS “ ´
}u1

˚}2L2pT2πq

2π
d} lim

RÑ8

ż

pBΩRq1,`

pxℓGℓ1 ´ δℓ1G1qdS

“ ´
}u1

˚}2L2pT2πq

2π
d}

ż

pBΩ1q1,`

pxℓGℓ1 ´ δℓ1G1qdS.

(4.25)

Next, for j ą 1,

wℓ,j “
“

fℓu
3
˚ ` pB2

x1
fℓqu

1
˚ ` 2fℓu

1
˚

‰

Gℓj ´ δℓj2u
1
˚pu3

˚ ` u1
˚qGℓ ` Op|x|´nq

“

:“WKpx1q
hkkkkkkkkkikkkkkkkkkj

2ru1
˚u

3
˚ ` pu1

˚q2spxℓGℓj ´ δℓjGjq ` Op|x|´nq.

We note that WK is 2π-periodic in x1 and calculate its average

WK “
1

2π

ż 2π

0

2ru1
˚u

3
˚ ` pu1

˚q2sdx1 “
1

2π

ż

T2π

2r´pu2
˚q2 ` pu1

˚q2sdξ “ ´
}u1

˚}2L2pT2πq

2π
dK.

Introducing the 2π-periodic function

W0px1q :“

ż x1

0

pWKpξq ´WKqdξ,

and pBΩRqK
j,` :“ txK | px1, xKq P pBΩRqj,`u, we have WK “ WK `W 1

0 and

lim
RÑ8

ż

pBΩRqj,`

wℓ,jdS

“ WK lim
RÑ8

ż

pBΩRqj,`

pxℓGℓj ´ δℓjGjqdS ` lim
RÑ8

ż

pBΩRqj,`

W 1
0pxℓGℓj ´ δℓjGjqdS

“ WK

ż

pBΩ1qj,`

pxℓGℓj ´ δℓjGjqdS

` lim
RÑ8

»

—

—

—

—

—

–

W0

“Op1{Rq
hkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkj

ż

pBΩRqK
j,`

pxℓGℓj ´ δℓjGjqdS

ˇ

ˇ

ˇ

ˇ

ˇ

x1“R

x1“´R

´

“Op1{Rq
hkkkkkkkkkkkkkkkkkkkkkkikkkkkkkkkkkkkkkkkkkkkkj

ż

pBΩRqj,`

W0Bx1
pxℓGℓj ´ δℓjGjqdS

fi

ffi

ffi

ffi

ffi

ffi

fl

“ ´
}u1

˚}2L2pT2πq

2π
dK

ż

pBΩ1qj,`

pxℓGℓj ´ δℓjGjqdS.

(4.26)

Recall that the Green’s function G is a function of the anisotropic radial variable r “

b

x2
1

d}
`

|xK|2

dK
and that

G1 :“ dG
dr “ ´ r1´n

Cn
where Cn ą 0 is the surface area of the unit ball in Rn. Slightly simplifying notation, we
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write d1 :“ d}, dℓ :“ dK for ℓ ą 1, and have

xℓGℓj ´ δℓjGj “xℓ

„

1

dℓdj

xℓxj
r2

G2 `

ˆ

δℓj
dj

1

r
´

1

dℓdj

xℓxj
r3

˙

G1

ȷ

´ δℓj
1

dj

xj
r
G1

“
1

dℓdj

x2ℓxj
r3

prG2 ´G1q “
nCn
dℓdj

x2ℓxj
rn`2

.

(4.27)

Combining (4.19), (4.20),(4.25), (4.26), and (4.27)), we have

Aℓℓ “
n}u1

˚}2L2pT2πq

πCndℓ

˜

n
ÿ

j“1

ż

pBΩ1qj,`

x2ℓ
rn`2

dS

¸

ą 0. (4.28)

More specifically, defining

rx1 :“
x1

d
1{2
}

, rxK :“
xK

d
1{2
K

, rr :“ |rx|, rΩ1 :“ trx | pd
1{2
}

rx1, d
1{2
K rxKq P Ω1u,

we find by rescaling, using the divergence theorem, and replacing the volume of integration by the unit ball,

Aℓℓ “
n}u1

˚}2L2pT2πq

πCndℓ

˜

n
ÿ

j“1

ż

pBΩ1qj,`

x2ℓ
rn`2

dS

¸

“
n}u1

˚}2L2pT2πq

πCn

«

d
pn´1q{2
K

ż

pBrΩ1q1,`

rx2ℓ
rrn`2

dS ` pd}d
n´2
K q1{2

n
ÿ

j“2

ż

pBrΩ1qj,`

rx2ℓ
rrn`2

dS

ff

“
n}u1

˚}2L2pT2πq

2πCn
pd}d

n´1
K q1{2

ż

BrΩ1

rx2ℓ
rrn`2

rx ¨ ndS

“
n}u1

˚}2L2pT2πq

2πCn
pd}d

n´1
K q1{2

«

ż

rΩ1zBrp0q

∇ ¨

ˆ

rx2ℓ
rrn`2

rx

˙

dV `

ż

BBrp0q

ˆ

rx2ℓ
rrn`2

rx

˙

¨ ndS

ff

“
n}u1

˚}2L2pT2πq

2πCn
pd}d

n´1
K q1{2

ż

BB1p0q

x2ℓdS

“
}u1

˚}2L2pT2πq

2πCn
pd}d

n´1
K q1{2

ż

BB1p0q

|x|2dS

“
}u1

˚}2L2pT2πq

2π
pd}d

n´1
K q1{2,

(4.29)

which concludes the proof.

4.5 Solving the equation on the range and finding the pinning location — con-

clusion of proof

We are now ready to solve (4.6), that is,

0 “ ´

ˆ

rw0

rwh

˙

`

˜

rP0,r

rPh,r

¸

L´1
˚

`

Rpψpaqq ` N pψpaq, rw0u
1
˚ ` rwhq ` Gpa0, εq ` αϕ

˘

,

after substituting the functions rα and rj , for α and aj , respectively, 1 ď j ď n. The linear operator L˚ is

bounded invertible on its range and the linearization of the right-hand side equals to the negative identity.

It remains to find solutions where the dummy correction α vanishes. The parameter α is found readily by

projection of the equation onto H0 “ u1
˚. We find at leading order

αpε; a0q “ ε
1

A00

ż

Rn

gpxqu1
˚px1 ` a0qdx` Opε2q “ ε

ˆ

Mpa0q

A00
` Opεq

˙

, (4.30)
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where M was defined in (1.4). We can solve αpε; a0q “ 0 for a0 “ a0
˚pεq near a0 “ x˚

1 , defined in Hypothesis

1.2, using that M 1px˚
1 q ‰ 0 as assumed in Hypothesis 1.2. We therefore solve after dividing by ε with implicit

function theorem. Similarly, we find a from (4.18) after substituting the value of x˚
1 found from (4.30). This

concludes the proof of Theorem 1.3. We note here that the scheme is slightly simpler for positive ε since we

can use a0 “ x˚
1 as a variable rather than the dummy variable α.

Corollary 4.8. For all ε sufficiently small, the linearization of

0 “ ´

ˆ

rw0

rwh

˙

` L´1
˚

˜

rP0,rp1 ´Qq

rPh,r

¸

`

Rpψpaqq ` N pψpaq, rw0u
1
˚ ` rwhq ` Gpa0, εq

˘

, (4.31)

0 “ Q
`

Rpψpaqq ` N pψpaq, rw0u
1
˚ ` rwhq ` Gpa0, εq

˘

, (4.32)

with respect to the variables p rw0, rwh, a, a0q is bounded invertible on Rγ´1 ˆRγ ˆRn ˆR. Here, rP0,r and rPh,r
denote the mode filters and Q denotes the projection onto the cokernel of L˚ introduced in (3.18), that is,

Qw “ 0 when the scalar products with the pseudo-harmonic polynomials of degree 0 and 1 vanish; compare

(3.18).

Note that the range of Q is in fact irrelevant, as (4.32) is independent of choosing a particular basis in the

complement of the range, while solving (4.32) makes the appearance of Q in (4.31) irrelevant.

5 Discussion

We studied the effect of localized impurities on striped phases. In order to capture the effect of essential

spectrum in the linearization which prevents a straightforward use of the implicit function theorem, we

developed a description of the linearization via a conjugation to a “homogenized” linear problem, that turns

out to be an anisotropic Laplacian, together with an invertible part acting on finite-wavelength perturbations.

The second ingredient was an explicit phase modulation that compensates for the cokernel of the Laplacian.

The resulting equation is then well-posed on the natural algebraically weighted spaces and can be solved with

the Implicit Function Theorem.

The analysis here points to a wealth of interesting extensions. First, setting the problem in the context of an

Implicit Function Theorem naturally suggests continuation in parameter space, for not necessarily small ε, up

until possible bifurcations. It also provides a straightforward algorithm toward numerical approximations. In

this latter direction, it would be interesting to obtain higher-order, multi-pole farfield corrections theoretically

and computationally, improving on the Op|x|´pn´1qq-approximation through the modulations ψ used here.

In a different direction, one notices that the perturbation here is not critical in a scaling sense, that is, the

leading order corrections are in fact determined by the linear part. It would be interesting to investigate if

this is more generally true. In this spirit, a particularly relevant case arises when the wavenumber of the

stripes is zigzag-critical. These wavenumbers turn out to be energy-minimizing among periodic patterns and

are selected by grain boundaries and possibly other defects [28]. The linearization at these energy-minimizing

stripes is marginally stable, with a Fourier-Bloch long-wavelength expansion of the form λ „ ν2x ´ ν4y which

gives slower decay of the Green’s function; see [22, 21] for Fredholm results that mimic Theorem 2.1 in that

situation. The decay is sufficient to guarantee temporal decay when the inhomogeneity is localized in space

and time [9] and in fact subcritical in that it does not alter linear asymptotics. It would be interesting

to establish the corresponding subcriticality also in the present case of a time-stationary inhomogeneity.

A related direction that would probe criticality are inhomogeneities with weaker localization, such as for

instance gpx1qgpx2q with gpx2q bounded and gpx1q localized. Again, one would hope to establish that the

linear problem predicts correct farfield asymptotics.

Finally, one may wish to reintroduce time-dependence. Periodic time-dependence in g should lead to rather

equivalent results, with only the time-average of g contributing. More interestingly, one would like to un-

derstand stability of profiles studied here. One may suspect that the sign of M 1 indicates stability and, in
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the simplest case when M has two nondegenerate zeros, one of the associated pinned solutions is unstable

with a positive eigenvalue in the linearization while the other zero gives rise to a stable solution. Such pin-

ning dynamics are well understood in the absence of continuous spectrum, for instance when analyzing front

pinning in heterogeneous media [38]. They are also readily analyzed via center manifold reduction when

inhomogeneities are coperiodic with the pattern. In the present case, adjusting the position of the periodic

pattern with respect to the inhomogeneity is possible only locally uniformly, and one would expect that this

adjustment gives rise to a diffusive mixing wave in the far field; see [28, Fig. 4] for a numerical illustration of

this selection in the case of grain boundaries and [37] for an analysis of the mixing of phases. More specifically,

simply proving stability of the solution without unstable eigenvalues in the linearization would be first step

towards understanding these pinning dynamics, that is, how striped patterns eventually converge towards the

pinned solutions found here.
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