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Abstract— Multi-frequency media access control has been suitable for typical WSN applications. First, to save enexggl
well understood in general wireless ad hoc networks, while reduce product cost, each sensor device is usually equipped
in wireless sensor networks, researchers still focus on S'nglewith a single radio transceiver. This single transceiven ca

frequency solutions. In wireless sensor networks, each device tt it d . t th Hi it f
is typically equipped with a single radio transceiver and ap- not transmit and receive at the same time, nor can It tunc-

plications adopt much smaller packet sizes compared to those tion on diﬁerent_ freqluenCieS simultaneously. This restd
in general wireless ad hoc networks. Hence, the multi-frequency hardware is quite different from more powerful hardware

MAC protocols proposed for general wireless ad hoc networks assumed in other wireless systems. For example, protocols
are not suitable for wireless sensor network applications, which [14] [15] are designed for frequency hopping spread spettru

we further demonstrate through our simulation experiments. .
In this paper, we propose M,\%SN, which takes ad?/antage of (FHSS) wireless cards, and protocol [16] assumes the busy-

multi-frequency availability while, at the same time, takes into tone functionality on the hardware. In protocols [17] [189]
account the restrictions in wireless sensor networks. In MMSN, [20], the hardware is assumed to have the ability to listen
four frequency assignment options are provided to meet differen  to multiple frequencies at the same time. Second, the n&twor
application requirements. A scalable media access is des'Q”EdbandWidth in WSNs is very limited and the MAC layer packet
with efficient broadcast support. Also, an optimal non-uniform N Il 3050 byt d to 512 bvt
backoff algorithm is derived and its lightweight approximation A ',S very sma ! ytes, compared to 512bytes
is implemented in MMSN, which significantly reduces congestion Used in general wireless ad hoc networks. Due to the small
in the time synchronized media access design. Through extensivedata packet size, the RTS/CTS control packets in IEEE 802.11
experiments, MMSN exhibits prominent ability to utilize parallel  [21] no longer constitute a small overhead that can be ighore
transmission among nelghbor_lng node_s. It also achn_aves mcreas_,edSO protocols [22] [23] [24] [25] [26] that are based on IEEE
:gleer-gy efficiency when multiple physical frequencies are avail- 802.11, and protocols [27] [28] [29] [14] that use RTS/CTE fo
frequency negotiation are not suitable for WSN applications
. INTRODUCTION even though they exhibit good performance in general wseele

. . ﬁ‘d hoc networks.
As an emerging technology, wireless sensor networks

(WSNSs) have a wide range of potential applications [1] [2] [3]r In this paper, we propose MMSN, abbreviation foulit
including environment monitoring, smart buildings, mexdic frequéncy Media access control for wirelessigsor_Networks.

care, industry and military applications. Being an essentMMSN takes full advantage of multiple frequencies and is
part of the communication stack, media access control (MAE§PECially designed to meet WSN requirements. The detailed
has received intense research attention, and a numberMf'SN design is presented from two aspedtequency as-
solutions have been proposed [4] [5] [6] [7] [8] [9]. WhileSignmentand media accessand its performance is evaluated

these solutions work well when one physical frequency farough extensive simulation. The main contributions a$ th

used, parallel data transmission when multiple frequanaie WOk can be summarized as follows:
available is not considered. On one hand, the radio banbwidt
in WSNs is very limited, 19.2Kbps in MICA2 [10] and
250Kbps in MICAz [11] and Telos [12]. On the other hand,
the current WSN hardware, such as MICAz and Telos that use
CC2420 radio [13], already provide multiple frequencie8][1
So it is imperative to design multi-frequency MAC protocols
in wireless sensor networks to take full advantage of parall
transmission to improve network throughput.

In the state-of-the-art research, a significant number of
multi-frequency MAC protocols have been proposed, for wire
less networks in general. However, these protocols are not

« To the best of our knowledge, the MMSN protocol is the
first multi-frequency MAC protocol especially designed
for WSNs, in which each device is equipped with a single
transceiver and the MAC layer packet size is very small.
« Instead of using pair-wise RTS/CTS frequency negotia-
tion [27] [28] [29] [14], we propose lightweight frequency
assignment, which takes advantage of the static property
of many deployed wireless sensor networks [30] [31]
[32] [33]. Even though pair-wise frequency negotiation
is efficient when devices are highly mobile, it involves
unnecessary overhead and is too costly when applied to
fChengdu Huang and Tarek F. Abdelzaher are now with Uniyersit SIa.“C WSN appllcatlons.
lllinois at Urbana-Champaign. This paper gives a complete study of tradeoffs among
Tian He is now with University of Minnesota. physical frequency requirements, potential conflict re-



duction and communication overhead, during frequensyze reduces. This is because the overhead of using RTS/CTS
assignment. Four optional frequency assignment schenpaskets becomes more prominent when the data packet size
are proposed for MMSN, which exhibit distinguisheds small. Moreover, the performance improvement of MMAC
advantages in different scenarios. over |IEEE 802.11 diminishes when the packet size becomes
« We develop new toggle transmission and toggle snoogmaller. When the packet size is as small as 32 bytes, IEEE
ing techniques to enable the single transceiver sen®f2.11 has even a slightly higher throughput than MMAC.
device to achieve scalable performance, avoiding the nofhe reason is when the packet size reduces, more packets
scalable “one control channel + multiple data channelgbuld be sent in a beacon interval. However, since nodes
design [34]. Also, MMSN has efficient broadcast supportjenerally can not switch frequency during a beacon interval
which either is not addressed in [27] or is implementetihe bandwidth wasted is more severe compared to the case
by repeated link-layer retransmission of broadcast packethen the packet size is large. Changing the length of the
enqueued by higher layers in [22]. beacon interval could be beneficial, but the effect is two-
Moreover, through strict theoretical analysis, an optsided. While lengthening the beacon interval can mitigage th
mal non-uniform backoff algorithm is derived and itsoverhead of having a fixed period of frequency negotiation,
lightweight approximation is implemented in MMSN.it deteriorates the bandwidth caused by the requirement tha
Compared with a uniform backoff algorithm, this nonnodes have to stick to the frequency they have negotiatdd wit
uniform scheme significantly reduces potential conflictsome of their neighbors. In Figuré 1, we also plot the cases
among neighboring nodes. with different beacon intervals. We can see that while using
The rest of this paper is organized as follows: In Sedtion [horter beacon interval (50ms) helps to some extent, MMAC
we present the motivation of this work. In Section 1, the dewith 3 frequencies still can not even outperform IEEE 802.11
sign details of MMSN are explained. In Section IV, extensiv&ith a single frequency, when the packet size is as small as
experiments are conducted to evaluate MMSN’s performan&é or 32 bytes. The main observation we make here is that
Finally, in Sectiori V, we give the conclusions and point owhile MMAC is a good multi-frequency MAC protocol for
future work. general wireless ad hoc networks where packets usually have
large sizes, it is not suitable for WSNs where packets are much
II. MOTIVATION smaller.
To obtain a better understanding of the cost that RTS/CTS
control packets incur in general wireless ad hoc networks Packet arrival rate per flow is 10 packets/sec
versus WSNs, we choose a typical multi-frequency MAC pro- 1400
tocol, the MMAC [27] protocol, proposed for general wiredes
ad hoc networks, as a case study. In MMAC, periodically
transmitted beacons divide time into fixed-length beacéerin
vals. At the beginning of each beacon interval, there is dlsma
window called the ATIM window, in which the nodes that
have packets to send negotiate frequencies with destmatio
nodes. After the ATIM window, nodes that have successfully
negotiated frequencies with their destinations can sertd ou
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RTS/ICTS before sending out DATA packets. We implement Packet Size (bytes)
MMAC in GloMoSim [35], a scalable discrete-event simulator Fig. 1. Effect of Packet Size on MMAC

developed by UCLA, and observe the performance. We adopt
the same experiment set up as in [27]: 100 nodes are randomly
placed in a 500m500m terrain. The transmission range of I1l. MMSN PROTOCOL
each node is 250m. Each node has 3 physical frequenciesThis section presents the MMSN multi-frequency MAC
Forty nodes are randomly chosen to be sources, and 40 nogiegocol. MMSN is especially designed for WSNs, which
are randomly chosen to be destinations. Source nodes ¢genesa composed of hundreds of simple devices geographically
CBR traffic to destinations with a rate of 10 packets patispersed in an ad hoc network over a large geographic area.
second. Figure|l plots the aggregate MAC throughput of tlmach device is equipped with a single transceiver and the
network with different packet sizes. packet size is very small, 3%0 bytes. The MMSN protocol

As can be observed in Figure 1, when the packet sizedensists of two aspects: frequency assignment and media
large, the MMAC protocol with 3 frequencies and a beacosccess. The frequency assignment is used to assign differen
interval of 100ms (the default configuration suggested #j)[2 frequencies if enough frequencies exist, or evenly allcat
impressively enhances the aggregate MAC throughput byagailable frequencies if there are more neighbors thatablai
factor of nearly 2 over IEEE 802.11. This result is consistefrequencies, to nodes that have potential communication co
with that presented in [27]. However, the performance dlicts. MMSN allows users to choose 1 of 4 available frequency
both MMAC and IEEE 802.11 degrades when the packassignment strategies. In media access design, nodestlet h



potential conflicts coordinate to access the shared pHysiamong available ones, and then beacons the frequency choice

frequencies, in a distributed way. within two hops. If a node’s ID is not the smallest one
_ among two hops, it waits for frequency decisions from other
A. Frequency Assignment nodes within two hops that have smaller IDs. After decisions

In frequency assignment, each node is assigned a phygdm all those nodes are received, the node chooses the
cal frequency for data reception. The assigned frequencysi®allest available (not chosen by any of its two-hop neigtbo
broadcast to its neighbors, so that each node knows wifgguency and broadcasts this choice among two hops.
frequency to use to transmit unicast packets to each of itsThis scheme guarantees to assign different frequencies to
neighbors. We do not adopt RTS/CTS frequency negotiatigtifferent nodes within any two-hop neighborhood, when the
because it involves unnecessary overhead for many deploygtnber of frequencies is at least as large as the two-hop node
wireless sensor networks [30] [31] [32] [33] where deviceBumber.
are generally not mobile. In WSNs, frequency assignment car?) Even-Selection: In exclusive frequency assignment,
either be done once at the beginning of the system deploymemgen there are not enough frequencies, it is possible thahwh
or it can be done very infrequently just for adaptation tdesys a node makes its frequency decision, all physical freq@snci
aging. In order to reduce communication interference amh@ve already been chosen by at least one node within two hops.
hence reduce hidden terminal problems [21], nodes withn tn this case, the exclusive frequency assignment is extende
communication hopsare evenly assigned available physicaddy randomly choosing one of the least chosen frequencies.
frequencies. For convenience, we call this extensiewen selectigrnwhich

In this section, four optional frequency assignment scliem@akes an even allocation of available frequencies to alesod
are put forth: exclusive frequency assignment, even sefect Within any two communication hops.
eavesdropping and implicit-consensus. Among these four, e 3) EavesdroppingEEven though the even selection scheme
clusive frequency assignment guarantees that nodes witbin leads to even sharing of available frequencies among any two
hops are assigned different frequencies, when the numbehep neighborhood, it involves a number of two-hop broadcast
frequencies is equal to or greater than the node numbemwitAio reduce the communication cost, we propose a lightweight
two hops. Implicit-consensus also provides this guarant&avesdropping scheme. In eavesdropping, each node takes a
with less communication overhead, but requires more physi¢andom backoff before it broadcasts its physical frequency
frequencies. Even selection and eavesdropping do notgeowvilecision. During the backoff period, each node records any
this guarantee and are designed for use when the numpBysical frequency decision overheard. When a node’s backof
of available frequencies is smaller than the node numbéner fires, it randomly chooses one of the least chosen
within two hops. Among these two, even selection leads teequencies for data reception. Compared with even setgcti
fewer potential conflicts while eavesdropping is more eypergavesdropping has less communication overhead, but it also
efficient. Users of MMSN can choose any one of the fouesults in more potential conflicts, because it only coflect
options depending on their WSN attributes. Details of thegaformation within one hop for frequency decisions.
four schemes are presented in the following subsections. ~ 4) Implicit-Consensus: When physical frequencies are

1) Exclusive Frequency Assignmeit:exclusive frequency abundant, the communication overhead in exclusive fregyuen
assignment, nodes first exchange their IDs among two comn@gsignment can be further reduced, while all nodes withjn an
nication hops, so that each node knows its two-hop neighbot0-hop neighborhood can still be guaranteed to get asdigne
IDs. A simple way to implement this is for each node tdlifferent frequencies. To achieve this performance, wegse
broadcast twice. In the first broadcast, each node beac#f@implicit-consensus scheme, which is inspired by thegse
its node ID, so that each node knows its neighbors’ ID@ndom number generator algorithms proposed in the NAMA
within one communication hop. In the second broadcast, edd#] paper. In NAMA, the pseudo random number generators
node beacons all neighbors’ IDs it has collected during ttéée used to design distributed time scheduling in TDMA.
first broadcast period. Hence, after the second beacondperi® this paper, we extend this basic pseudo random number
each node gets its neighbors’ IDs within two communicatiogenerator idea, proposing a distributed frequency assighm
hops. Currently, we do not consider radio irregularity @iné | algorithm for multi-frequency MAC designs.
asymmetry [37] [38] [39] [40]. Readers can refer to [41] [42] In implicit-consensus, nodes’ IDs need to be collected
[43] for more information about reliability issues in braadt. Within two hops, in the same way as what is done in ex-

After nodes collect ID information of all neighbors withinclusive frequency assignment. Then, each node calcufestes i
two hops, they make frequency decisions in the increasiff§quency number with a local computation. In the system,
order of their ID values. If a node has the smallest ID amor@l nodes share the same pseudo random number generator,

its two communication hops, it chooses the smallest frequerivhich is able to generate a unique random number sequence
for each specified seed, the node ID here. Algorithm 1 present
Lin [36], it is pointed out that interference hops (conndgtibased on the scheme for each node to calculate its frequency number.
interference relations), rather than communication hopsylshbe used for T gssist explanation, nodeis taken as an example.
this purpose. For simplicity, we use two communication hopshia work. .
All algorithms proposed here can be easily extended by regathe two As algonthmﬂ. states, for each frequency number, each
communication hops with two interference hops. node calculates a random numbein(d,) for itself and a
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Fig. 2. Performance Evaluation of Frequency Assignment

Algorithm 1 Frequency Number Computation frequency numbers in different two-hop neighborhoodsoAls
Input: Node o’s ID (ID,), and nodea’s neighbors’ IDs it is not scalable to build a one-to-one mapping between
within two communication hops. nodes’ IDs and all available frequencies, because this snake
Output: The frequency numberFreNum,) node o gets the frequency requirement depend on the network size,rrathe
assigned. than the node density.
index = 0; FreNum, = -1; In implicit-consensus, when a node (nodd does not
repeat win the current frequency numbeF'teNum,), because its
Rnd, = Random{D,,, index); random number is smaller than that of one of its two-hop
Found = TRUE, neighbors (nodeB), it may happen that this neighbor (node
for each nodes in a’s two communication hopdo B) has already won a previous frequency number. In this
Rndg = Random(Dg, index); case, nodeB does not need the current frequency number.
if (Rnds < Rndg) or (Rnd, == Rndz andID, < Node B should have already terminated its frequency number
IDg) then computation before it take$'reNum, into consideration,
Found = FALSE; break; according to the repeat-until loop termination condition i
end if algorithm 1. So, nodel keeps trying larger frequency numbers
end for until it finally finds one, while at the same time frequency
if Found then number FreNum, is not chosen by any node within this
FreNumg = index; two-hop neighborhood. Accordingly, the finally assignee fr
else guency numbers among two communication hops may not be
index ++, continuous. There may be holes, and some frequency numbers
end if may not be assigned to any node, which is why the implicit-
until FreNumg > —1 consensus scheme assumes that the available frequereies ar
abundant.

With the assigned frequency numbers, each node can easily

Iculate its physical f ith a local
random number Rndg) for each of its two-hop neighbors,Ca culate its physical frequency, with a local mapping.d.et

with the same pseudo random number generator. A node W%Ut the available frequencies in a sorted lislyeList =
. L ' N T , inincreasing order. If the assigned frequenc
the current frequency number if and only if its current ramdo fso h v} 9 9 d y

. . number isF're Num;, the corresponding physical frequency is
number is the highest among all current random numbe}ﬁsapped t0frrenum.. After each node gets its physical fre-

generated by all nodes within two hops. When two randogbency, it broadcasts this information to its one hop neigéb

numbers tie, the one with the larger node ID wins. In i 0 that each node knows what frequency to use to transmit
way, each node explores all frequency numbers from ze

to positive infinity until it finds the frequency for which it 630k6ts to its neighbors.

has the highest priority. By using the same pseudo random i i

number generator, it is guaranteed that when a node deciffesEvaluation of Frequency Assignment

that it wins frequency numbeérre Num;, all nodes within two In this section, we compare the performance of even se-

hops automatically agree with that decision and conserssuseiction and eavesdropping, when available frequenciesatre

implicitly achieved, without any communication. enough and potential conflicts exist. Performance comparis
Here, a question may arise, since each node has a globfaéxclusive frequency assignment and implicit-conserssas

ID. Why don’t we just map nodes’ IDs within two hops intonot presented, because both of them guarantee that there are

a group of frequency numbers and assign those numbershtpotential conflicts within any two-hop neighborhood.

all nodes within two hops? Unfortunately, this scheme doesin the experiments, performance is compared from three

not work, because a node’s ID may get mapped to differemspects. First, we compare the performance when the node



densitE increases while the number of available frequenciglsat even selection consumes more energy than eavesdgoppin
is fixed at 5. We use the number of potential conflicts akhis is because even selection has two-hop neighbor discove
the performance metric, which is defined as the total numbas well as two-hop broadcasts of frequency decisions, while
of node pairs in the system that satisfies the condition: teavesdropping only has one hop broadcasts.

node pair is within two communication hops and both nodesHowever, this energy consumption is amortized during
share the same frequency. Since the two nodes are withista transmission, because in many running sensor network
two hops, two of their common neighbors may simultaneousapplications [30] [31] [32] [33], sensor devices are geltgra
transmit packets to them respectively. When they are assigrstatic, so frequency assignment can either be done once at th
the same frequency, these two data transmissions interfbegjinning of the system deployment, or it can be done very
with each other, and packet loss may happen. So the numipdrequently just for adaptation to system aging. Accogtin

of potential conflicts measures the system’s ability of fulf the specific sensor network system is mostly static and the
multi-frequency utilization. Second, besides node dgnsie network congestion is a big issue, even selection is a better
also vary the number of available frequencies, to test tlehoice. On the other hand, if the system topology varies a lot
performance stability of even selection and eavesdroppingith time and the network is lightly loaded, eavesdroppiag ¢
Third, we measure the communication energy consumptiontd used to save more energy.

all nodes within the system to compare the cost each scheme _ _

pays for its performance. We also explore the cost variatién Media Access Design

when different node densities are used. After frequency assignment, each node gets a physical

The performance comparison is conducted in GloMoSifrequency for data reception. With the assigned frequancie
[35], in which 289 (1%17) nodes are uniformly deployednodes cooperate to maximize parallel transmission among
in a terrain of 200mx200m square. The radio type is set tqeighboring space in media access. To provide efficientdsroa
RADIO-ACCNOISE [35] and the radio bandwidth is set teast support, nodes are time synchronized [45] during media
250Kbps. The performance results are illustrated in Fi@lre access. A time slot consists of a broadcast contention gherio
For each data value we present, its 90% confidence interva(13.) and a transmission perio@..»,). During theT}. period,
given as well. nodes compete for the same broadcast frequency and during

As shown in Figure 2 (a), for all the node densities wthe T},..,, period, nodes compete for shared unicast frequen-
set from 14 to 38, even selection always performs betteies. TheT:,,,, period also provides enough time to actually
than eavesdropping. For instance, when node density is frénsmit or receive a broadcast or unicast data packet. The
even selection has 302 potential conflicts, which is 40% leime slot size depends on the number of nodes that compete
than the 507 potential conflicts eavesdropping has. Wh# the same frequency and the data packet size. The regular
the node density increases to 38, even selection has 11@& slot size is 3-5ms.
potential conflicts and that is 23% less than the 1434 patenti Within one time slot, a node is able to either transmit
conflicts eavesdropping has. Even selection achieves dloid g or receive one packet. Each node first checks the broadcast
performance because when a frequency decision is made‘réquencyf(P for receiving or transmitting a broadcast packet.
is always the case that one of the least loaded frequenciedf ithere is no broadcast packet to transmit or receive, @hica
preferred within two hops. In this way, load is well distribd packet transmission and reception are considered. Eae¥snod
among all available frequencies within any two-hop neighbehavior differs depending on whether it has one packet to
borhood. However, in eavesdropping, nodes make frequengnsmit or not, as well as whether it has a unicast packet
decisions based on overheard information within only ong hoor a broadcast packet to transmit. What follows explains the
which leads to a lower performance than even selection. Fratatails.

Figure 2 (a), it is also observed that the number of potential 1

conflicts increases for both even selection and eavesdrgppi ~ «—T— T

when the node density increases. This is because the numbgr
of frequencies is fixed at 5, so the increased node density
results in the increased number of nodes that share the samg
frequency within two hops.

Besides node density, we also vary the number of availablqc,‘ Snoop () \ Snoop (fu) \
frequencies to compare the performance of even selection
and eavesdropping. In Figuré 2 (b), the similar phenomenon Fig. 3. When a Node Has no Packet to Transmit
is observed: even selection performs consistently befti@n t
eavesdropping, for all the numbers of frequencies we choosél) Has No Packet to Transmitf a node does not have any
from 2 to 32. packet to transmit within a time slot, it behaves as Figure 3

With respect to energy consumption, Figure 2 (c) shovgesents. It first snoops on frequenfyduring the time period

snoop (f) __Signalf)  Receive BC (fy) ‘

‘ Snoop (f)

Snoop (fuer)_ S19NAITer)  Receive UNI (foer) ‘

2The node density is defined as the number of nodes within one commu30One specific physical frequency is used for broadcast duitiegT},
nication hop, and different node densities are configuredditing different period, and this frequency can be reused duringZthe,,, phase for unicast
radio ranges. transmission. So all frequencies are fully utilized.



Ty.. If the channel is busy, it becomes aware that another nadigring 7;,., which must be a broadcast packet, the node spends
is broadcasting a packet. So it receives the broadcast ppadke rest of the time slot receiving the broadcast packet, as
during the rest of the time slot, which is illustrated in cé@p shown in case (a).
On the other hand, if no signal is sensed during the time gerio Cases (b)(c)(d)(e) illustrate the other four scenarioshiciv
Ty, the node switches to snoop on frequerfGy ¢, which is the node does not sense any broadcast signal during the time
the frequency assigned to it for unicast packet receptibn.feriod 7,.. In these cases, the node takes a random backoff
a signal is sensed in frequengy.;, it receives the packet within the time periodl}, ., — Trakcet Transmission. DUING
during the rest of the time slot, as shown in case (b). Hetbe backoff time period, the node snoops on two frequencies.
we defineT pqcket Transmission S the time to deliver a packetOn one hand, it snoops on frequengty; ¢, which is assigned
after it gets the channel, which depends on the packet site amit for data reception, to get prepared for a possibly incgm
radio bandwidth. A nodes needs to keep on sensing the charurgtast packet. On the other hand, it also snoops on freguenc
for a possibly incoming unicast packet, until the time left f f;.5;, Which is assigned to the destination node of its unicast
the current time slot is shorter thdlfb,cret Transmission, @S packet for data reception. If frequendy.; is sensed busy, it
shown in case (c). When the time left for the current time slean be aware that another node is transmitting a unicasepack
is less thanl'p ket Transmission, NO Neighboring nodes will to the same destination node, and it can choose not to transmi
send a packet to this node, so it turns off carry sensing urttie unicast packet in the current time slot to avoid colfisio
the start of the next time slot to save energy. The node snoops on these two frequencies alternatingly, and
we call this schemeoggle snoopingwhich is discussed in
detail in subsection I11-C.4.
During toggle snooping, if the node senses any signal on
frequencyf., it gets to know that it itself is the destination
of an incoming unicast packet. So it stops toggle snooping
to receive the data packet, which is illustrated in case (b).
Fig. 4. When a Node Has a Broadcast Packet to Transmit During the toggle snooping, the node may also sense a signal
on frequencyfye.s:- When frequencyfy.,; is sensed busy, the
2) Has a Broadcast Packet to Transmiff a node has a node gets to know that another node is competing for the
broadcast packet for transmission, it may have two differephared frequency, by sending a unicast packet to the same
behaviors as illustrated in Figure 4. At the beginning of théestination node. In this case, the node stops toggle sngopi
time slot, the node uses frequengy, which is specified for and switches to snoop on frequengy.;; only. It gives up
transmitting and receiving broadcast packets. It first setstransmitting a unicast packet in this time slot and prep&es
random backoff within the time period;.. If it senses any receive possible data packet transmitted to it. So if angasig
signal during the backoff period, it becomes aware thatteot iS sensed in frequency..r, as shown in case (c), it receives
node is broadcasting a packet. In this case (case (a)), the unicast packet during the rest of the time slot. Befoee th
node spends the rest of the time slot receiving the broadcBgfle senses any signal in frequenty,,, it keeps sensing
packet. There is another case, case (b), in which the node dée frequency until the time left for the current time slot is
not sense any signal in frequengy, during its backoff time TPacket Transmission, @S Shown in case (d). When the left time
period. In this scenario, a broadcast packet is sent out frd@ the current time slot is shorter thdacket Transmission.

this node, after the backoff timer fires. it turns off carry sensing to save energy.
If the node does not sense any signal in both frequeiagy

and f.s; during the backoff time period, as shown in case
(e), it sends out a unicast packet with the toggle transorissi

o — Than

(a) | Back off (f) __Signal(f) Receive BC (f)

(b) | Back off (fg) Send broadcast packet (fy)

147Tm Thrar

Signal(fy) o N . n . . .
Snoop (f . R BC (f
(@) | SnooP (@) oceive BC @ ‘ technique, which is illustrated in Figure 6.
(b)‘ Snoop () | Back off (ferfue) 29" Ee) | Receive UNI (fur) ‘ 1 : :
—] |
%HHEH\H% [ .
()| Snoop () | Back off (furfses) — 29" AN0aes) | snoop(fy)_Si9Mal0se) | Receive UNI () \ | H
F—Preamble _O' ]
[ PHY Protocol Data Unit »
(d)‘ Snoop (f) | Back off (fafaes)— S92 Snoop(fu,) ‘ v :
= — Transmission with f ||||H —_ Transmission with f__
(e) Snoop (fo) Back off (fser,fie) | Toggle send unicast packet(fyes:) ‘

Fig. 6. Toggle Transmission
Fig. 5. When a Node Has a Unicast Packet to Transmit

As Figurel 6 illustrates, the preamble bytes of the physical
3) Has a Unicast Packet to TransmiEigure!5 illustrates layer protocol data unit (PPDU) is transmitted with two fre-
the different behaviors a node may take, if it has a unicagtienciesf,.;; and f4.s:, in an alternating way. The rest of the
packet for transmission. The node first listens to the brastdcPPDU is transmitted to the destination node in frequefycy:.
frequency fy during time periodT;.. If it senses any signal The toggle transmission scheme is useful to reduce caibsio



As shown in Figure 7 (a), when nodB is transmitting uses frequencyc for packet reception. During tHE .., time
a unicast packet to nod€' with the toggle transmission period, bothA and B set up backoff timers and snoop on two
technique, the preamble transmitted in frequeficy; informs  frequencies. Nodél snoops on frequency, and fz and node
other nodes that this channel is busy, so that any node tliatsnoops on frequencyz and f-. Let's suppose that node
wants to send a packet to nodecan back off. On the other A’s timer fires first. So nodel switches from toggle snooping
hand, the preamble transmitted in frequerfgy,; informs any to toggle transmission, while nodB is still in the toggle
node that wants to send a data packet to ndde back off and snooping state. In different application scenarios (ndly on
avoid possible collisions. The relation of toggle transitis limited to the case in Figufe 7 (a)), nodemay take different
and toggle snooping is analyzed in the following subsectiotime delays to become aware that nadds transmitting, as

4) Toggle Snooping and Toggle Transmissiowhen a shown in Figure 7 (b)(c)(d)(e). In the scenario presented in
node has a unicast packet for transmission, toggle snoopoase (b), nodeB is able to detect nodél’'s transmission in
is used during theT;,.., period and the node snhoops orfrequencyfg after the time delay 08.75 Trg. In case (c), the
two frequencies alternatingly: the frequency it uses failadadelay to detect nodd’s transmission i$).25 Trg. In case (d)
reception {..;r), and the frequency the destination node aind (e), the delays arBrs and0.5 Trg, respectively.
its unicast packet uses for data receptigi.{;). The time According to the above analysis, it is guaranteed that when
a node takes to snoop on both of the two frequencies forie node transmits a packet using the toggle transmission
one round is called the toggle snooping period, representssheme, the maximum time delay for another node, which
by parameterlrs. In toggle transmission, a node transmitsises the toggle snooping scheme, to detect the transmission
the preamble bytes of the PPDU with two frequencies, the T';5. Accordingly, if the backoff timer used in the slotted
frequency the node itself uses for data receptiap f) and the time period in Figure 5 is only allowed to fire at the end of a
frequency the destination node of the unicast packet uses #sggle snooping period, a node whose backoff timer fireg afte
data receptionfi..:). The transmitter switches between thesthe previous one can have enough time to detect the previous
two frequencies alternatingly and the time the node swdeps hode’s transmission, and hence abandon its transmissibe in
two frequencies for one round is called the toggle transotiss current time slot to reduce congestion.
period, represented by paramefef.

D. IMPLICATION OF BACKOFF ALGORITHMS
4>4> In media access, neighboring nodes may compete for the

same physical frequency in both the broadcast contention

(a) An Example Scenario . o i X
| period ([.) and the transmission period;(.,), as explained

TTS in Section I1I-C. To reduce congestion, random backoff is
T | needed for both broadcast and unicast transmission. Taking
Transmitter *fﬂ‘L J er Transmitter *er J er unicast backoff as an example, we give theoretical anatgsis
®): fix f— A fx fa— prove that a uniform backoff algorithm is not a good choice
—f

fo for the time synchronized media access in MMSN, and a

S o Smoarer . non-uniform backoff algorithm achieves better performeanc
We derive an optimal non-uniform backoff algorithm, and

choose its lightweight approximation for implementation i

. f fa— _ f fo— MMSN. All results derived here also apply for the broadcast
Transmitter Transmitter
w LS w _J LJ
fc

(b) Delay = 0.75T+s (c) Delay = 0.25T+s

® ® transmission in MMSN.
; During the backoff in thdl},..,, period in Figure 5, the time
Snooper Snooper c slot is further divided into small time slices. As explainiad
® —  ® , : ; ; '
the previous section, each time slice has the length;gfand
each backoff timer is only allowed to fire at the end of a time
Fig. 7. Toggle Snooping slice. If any two nodes choose the same backoff time slice,
there is a collision. In order to minimize the probability of
In the MMSN protocol, we leT’rs = 2x T, so that when collision, we derive an optimal bound and a simple subogdtima
one node sends out a packet using the toggle transmissiiigtribution of the backoff time slices.
scheme, any other node that is snooping using the toggle-irst we derive the optimal probability distributiaf(¢) of
snooping scheme is able to detect this transmission wittdackoff time slicet to minimize the probability of collisions
a maximal delay ofl’rr, if toggle transmission and togglewhen two nodes attempt to grab the same time slice after
snooping have any shared frequency. With the help of Figurebackoff. P(¢), ¢ = 0,1,...,T, denotes the probability that a
we make this point more clear. In Figure 7 (a), nodflaises node attempts to grab time sligeand T' is the maximum
frequencyf 4 for packet reception and it has a unicast packéfckoff time slice. Obviously < P(¢) < 1 ande:O P(t) =
to send to nodeB. Node B uses frequencyfg for packet 1.We assume that each node independently selects the backoff
reception and it has a unicast packet to send to iddehich time slice conforming to the same distribution.

7fA

(d) Delay = Trs (b) Delay = 0.5Tts



According to the analysis in Section [lI}C, in a time slot, With the similar approach we get the recursive formulas for
the node that selects the earliest backoff time slice gets th, and k; as follows.
physical channel, and all nodes whose backoff timers fier lat
should abandon their transmission. Hence, a node suctigssfu Sti1 = k1St
grabs time slice if all other nodes attempt to grab time slices
aftert. If at least two nodes in the same neighborhood attem\ffperet =0,..T—1,andS = 1.
to grab the same earliest time slice, there is a collision. We i . N-1
need to find the probability distributio®(¢) to maximize Tt TN C kN
P,., the probability that there is only one node that grabs N1
the earliest time slice, to avoid collisions as much as péssi Wheret =0,...T =2, andky = “g=.
Assuming the earliest time sliceds0 < i < T— 1, and there 1 nerefore, the optimal distributiof?(t) is
are N nodes in the neighborhood, the probability that one and P(t) = 8, — Si41,
only one node attempts to grab this time slice and all other
nodes attempts to grab later time slicesNis P(i) - S¥7!, wheret=0,...T -1, andP(T) = Sp.
whereS; 1, = ZtT:¢+1 P(t). Considering all possible earliest The optimal distribution gives an optimal bound of the

time slices, we have non-collision probability. However, the distribution dems
_— on the number of competing nodes, which may vary from
P - Z N-P(i)- GgN-1 neighborhood to neighborhood in deployed systems. Also, th

e — 1 process of computing the distribution is complicated antthe

N | . h to decide th i too costly for power-limited sensor devices. Accordingfya
ow We apply & recursive approach to decide the optim ple solution can provide a non-collision probability s

probability distributionP(t). First we assume that the value% the optimal bound, it is more favorable. We propose a

for Ft)(t?’tt ; tOiHWT N 2,fa}a§ta’lre_adi/ gnown._ I;;oirrn thesuboptimal distribution to be used by each node, which is
constraints that the sum o (t)ysis1, Sr_y = P(T — easy to compute and does not depend on the number of com-

é):rP(Q;sTals;) kno(\j/v]r;. ;hft? question 'S;‘OW;E_d'g'_S?_—l peting nodes. A natural candidate is an increasing geametri
etweenP (T — 1) and P(T") to maximizeP,,.. This division sequence, in which

only affects the terniV-P(T'—1)- P(T)N~1 in the calculation

of P,.. The other terms are not affected by the way_; is bTH — pTH
divided. For simplicity we denoté (7)) asa and P(T — 1) P(t) = b—1 @)
asb. The first order condition for maximizing is wheret = 0,..., T, andb is a number greater than
d . -
L (Nba¥ ) = N(N = 1)Sp_ a2 — N2aN-1 =, The prob_lem is which value ob should be chosgn. We
da choose various values to calculate the corresponding non-
and we have collision probabilities and compare them with that from the

optimal P(t). To be consistent with the evaluation section, we
St =P(T) = a=krSr-1, choose the same number of time slices and node densities. The
wherekr = % results are shown in Figure 8. From the figure we can see that
We omit the validation of the second order condition foif we chooseb = 1000, the difference between the simple
brevity, but for N > 2, the above equation does give &olution’s non-collision probability and that of the optim
maximized result P(t) is smaller than6% for the node densities we choose
N1 NelaN and7T = 33, which is the number we use in the simulation.
N-P(T—1)-P(T)N"! = kN-1sN .

1

Then we consider the division of probabilis-_, between - x
P(T — 2) and Sr_; assuming that the values fd?(t), t = z o8] B
0,...,7 — 3 are known. For simplicity we denot(T — 2) as - e
c. The terms affected by this division are only g ost [ N o
= Lz}
NeSy— !+ k=S . 2
eSpZy +kp T Spy s 044.._ optimal
The first order condition is < bgﬁgiigf
=} 2L S 4
N2 N_1 N1 z O b9:1000 A
N(N =1)Sr25p 75 + (kp ™~ = N)NSp 7 =0, . afom e
and therefore 14 18 22 26 30 34 38
Node Density

St—1 =kr_157—2,

whereky_ | = NJ,V];lel' Then we obtain the optimal value of Fig. 8. Non-Collision Probability with Various b Values

T
the sum of the two terms: A similar approach is also proposed in [46], which mini-

NeSNTE+ENTISN | = kN1, mizes collisions in slotted CSMA. We deem that the optimal



TABLE |
solution is more relevant for our MAC than for slotted CSMA. SIMULATION CONFIGURATION
The slice time for slotted CSMA can be chosen as small as the

sum of propagation delay, detection time and other prorgssi LEEEQLNmb - (228%0m><200m) Square
delays, which are in microseconds typically. Compared with Node Placement | Uniform
the maximum backoff time, the slice time is orders of magni- Application Many-to-Many/Gossip CBR Streami
tudes smaller, so the number of slices is large. When the slice || Payload Size 32 Bytes
b hes infinity, th lisi babilt Roufing Layer | SF
number approaches infinity, the non-collision probability a MAC Layer CSMAIMVISN
uniform distribution is Radio Layer RADIO-ACCNOISE
Radio Bandwidth| 250 Kbps
—_— Radio Range 20m~45m

. . 1 T—i
i e = i (N D o7 (7

)N—l).

ratio of the total number of data packets successfully detig

_ T—i e e . .
Leta = 77, from the definition of the Riemann integral,py the MAC layer over the total number of data packets the
we have network layer requests the MAC to transmit. The channel
lim P — N ! N-lg, _ N 1 1 access delay measures the time delay a data packet from the
et e T =N T network layer waits for the channel before it gets sent out.

The energy consumption reflects the cost each protocol pays

infinity, the non-collision probability approachels which © aCh'e"g Lts performfrl‘lcea ";’_h'Ch s Caf'clu('jattedbast thg.gnerg

means even the uniform distribution gives a very small Chanﬁonsume 0 successiully deliver a usetul data byte. siree w
ave measured the cost for each frequency assignment scheme

of collision. Calculation shows that if we have#)00 time . ion 111-B . ST .
slices, even whef00 nodes compete, the non-collision probln Section| lll-B and this energy consumption is amortized

ability for a uniform distribution is still abov€0%. Since the dugng_ data”tra:smlssmp, Itis nohlonger coun:_ad kI;ere. di
slice number we use in MMSN is much smalléi41 = 34 in GF””E? a t € experlrrlle_nts, tde deograﬁ Ic orwar f!ng
our simulation), to reduce protocol overhead, the subo;jtin" ) [47] routing protocol is used, and simulation is config-

approach shows a significant performance improvement O\%Fd accordl_ng to the settings in TaBIF_: X I_:or each data} value
the uniform distribution, as shown in Figure 8. we present in the results, we also give its 90% confidence

In our algorithm, we use the suboptimal approach fdpterval.
iﬂﬂgﬁﬁ:&idg%giﬂﬁyﬁr\rl]vf Sr}?cid atto ergsrl](emt)r:jee Tég}g?ﬂoﬁs Performance Evaluation with Different Traffic Patterns
that shown in Equation (1). It is implemented as follows:tfirs In the first group of experiments, two different traffic pat-
a random variablex with a uniform distribution within the terns are used, many-to-many and gossm.trafﬁc patterrs. Th
interval [0, 1) is generated on each node; then time slige Many-to-many traffic pattern is used to simulate the typical

Therefore, when the slice numb®r-1 approaches positive

selected according to the following equation: sensor network application scenario: multiple sensor sode
report their readings to multiple base stations over mleltip

i = [(T +1)logy[a(b — 1) +1]]. hops. Since the routing design affects the contention level

It can be easily proven that the distribution iotonforms to at the MAC layer (e.g., hot spots), the MAC performance
Equation [(1). is more statistically valid when a simulation can isolate th
effect from the routing layer. Therefore, we also evaluate t

IV. PERFORMANCE EVALUATION MAC performance with the gossip traffic pattern, in which

We implement MMSN in GloMoSim [35] and conducteach node only communicates with its neighbors. For both of
extensive experiments to evaluate its performance and ammpthese two traffic patterns, we increase the number of availab
it with CSMA as well. In this evaluation, MMSN uses everfrequencies, to observe the performance variation. In this
selection for frequency assignment, since it results inefewgroup of experiments, 50 CBR streams are used and the node
potential conflicts. For this performance evaluation, ¢hredensity is set to 38, by configuring the radio range to 40m. To
groups of experiments are designed. In the first group,reiffie achieve meaningful results, we evaluate the performanaawh
traffic patterns are used. In the second group, differertesys the packet delivery ratio in the MAC layer is reasonably high
loads are considered, and in the third group of experimenisgher than 93%. The small amount of packet loss is due to
the node density is varied. hidden terminal problems [21].

For all the three groups of experiments, four performance The performance results illustrated in Figure 9 confirm
metrics are adopted: aggregate MAC throughput, packet ddMSN’s scalability. When the number of frequencies in-
livery ratio, channel access delay, and energy consumpti@neases from 1 to 8 and the gossip traffic is used, (a) il-
The aggregate MAC throughput measures the performaruastrates that the packet delivery ratio increases frord%5.
gain and is calculated as the total amount of useful data 98.1%, (b) shows that the aggregate MAC throughput
successfully delivered through the MAC layer in the systeincreases from 246.9 Kbps to 861.8 Kbps, (c) informs that
per unit time. The packet delivery ratio is calculated as thbhe average channel access delay decreases from 0.069s to



Fig. 9.
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Performance Evaluation with Different #Physicaldtrencies

and (d) states that MMSN becomes more energ

livered data decreases from 2:40~7 mWhr to 2.40<10~7
mWhr. Similar performance increase is also exhibited when
many-to-many traffic pattern is used. MMSN'’s performance
increases, because available physical frequencies ardyeve
shared within two-hop neighboring nodes, and the increase
of available frequencies leads to a higher degree of péaralle
data transmission within each neighborhood. When more
physical frequencies are used, more nodes are able to donduc
simultaneous transmission in the deployed system without
collisions, so the aggregate MAC throughput increasess,Plu
fewer nodes are assigned to use the same frequency within
two hops. So communication interference decreases, which
leads to less backoff and decreased channel access deday. Al
the decreased communication interference leads to leggtpac
loss, and more useful data bytes are successfully delivered
with the same amount of energy. On the other hand, MMSN
does not achieve 8 times performance improvement when 8
frequencies are used compare to the case when one frequency
is used. This is due to the fundamental hardware limitation o
using a single transceiver in each sensor device.

Compared with CSMA, MMSN has similar or a little lower
performance when the number of frequencies is small. This
is because MMSN has a fixed backoff time period allocated
within each time slot, while CSMA can fire the backoff timers
at any time within the backoff window. However, when the
number of frequencies increases, more parallel transomissi
within each neighborhood occurs and it results in more gains
than the cost paid due to the fixed backoff period, and MMSN
outperforms CSMA.

We are also aware that MMSN has constantly increasing
aggregate MAC throughput when the gossip traffic pattern
is used, while the speed of throughput increase slows down
when the many-to-many traffic pattern is used. This is bexaus
the many-to-many traffic consists of a number of many-to-one
traffic, in which multiple nodes transmit data packets to the
same destination node. In this case, all these transmitters
the same physical frequency that the destination node gets
assigned, and hence there is no potential parallel trasgmis
that can be utilized. This is also one major difference betwe
the singIe—transcei\%rmulti—frequency MMSN protocol and
the multi-transceiver multi-frequency protocols prombsa
[17] [18] [19].

B. Performance Evaluation with Different System Loads

In the second group of experiments, we explore MMSN's
performance when different system loads are used, which are
generated by different numbers of CBR streams. To analyze
performance scalability, we conduct all experiments with d
ferent numbers of frequencies as well. In the experimehgs, t
node density is set to 38, and the gossip traffic pattern id.use

As Figurel 10 shows, for all the system loads we configure
from 15 CBR streams to 50 CBR streams, it is observed
that MMSN always exhibits better performance when more

4One solution is for each base state to have multiple transceivThe
Mtiple transceivers snoop on different frequencies, s tie base station

efficient: the energy consumption per byte of successfudly dcan receive simultaneous data reporting from multiple nodes.



increases from 1 to 4 and 40 CBR streams are used, MMSN’s

CSMA -
0985k . T MMN G R o packet delivery ratio increases from 95.2% to 97.3% in (a). A
0.98 | MMSN (3 Fre.) —-v-- 1 the same time, MMSN’s aggregate MAC throughput increases
0.975

MM

(4 Fre))

by 119% from 239Kbps to 523Kbps as shown in (b), and the
channel access delay decreases to 0.021s, which is 37.5% of
the delay when only 1 frequency is available, as shown in (c).
In such a case, (d) also informs that MMSN’s energy con-
sumption for each successfully delivered data byte deeseas
R T from 2.48<10~"mWhr to 2.42 10~ "mWhr. MMSN achieves
15 20 25 30 35 40 45 50 improved performance when the number of frequencies in-
# CBR Streams creases, because the increased frequencies lead to edtreas
(@) Packet Delivery Ratio in MAC parallel transmission within the same neighboring spack an
600 : , : : : : : to decreased congestion for the same physical frequency.
550 | MMSN (1 Fre) & Figure[10 (a) also shows that CSMA has a decreased
500 | MMSN (3 Fre) g™ packet delivery ratio from 98.3% to 95.4%, while MMSN
450 | MMSN (4fres—= does not have such an obvious packet loss. This is because
400 | the non-uniform backoff algorithm design is more toleramt t
3BOY . the system load variation than the uniform backoff alganith
300 ] . The sharply increased system load, from 15 CBR streams to
50 CBR streams, leads to more congestion and more packet

Packet Delivery Ratio

250

Aggregate MAC Throughput (Kbps)

200§ e 1 loss in CSMA while the slotted backoff is not impacted as

B0 T 0 25 30 38 a0 45 50 much. In (b), the aggregate MAC throughput increases with
# CBR Streams the increase of system load, because more nodes get involved

(b) Aggregate Throughput in MAC in communication and more parallel data transmission acecur

In addition, the increased nodes becoming involved in com-

s (B TR munication result in increased congestion and hence isedea
g 0087 MMSN(2Fre) o g ] channel access delay increases in (c). Since CSMA is more
& o0s MMSN 8 E?SZ; ;Lﬁr p sensitive to system load and has lower packet delivery,ratio
2 0.04 it is less energy efficient when the system load increases,
§ while MMSN’ packet delivery ratio is more tolerant to system
T load and hence does not exhibit apparent decrease of energy
E efficiency.
© For similar reasons as explained in the previous experi-
0 : : : : : : ments, MMSN is observed to have a lower performance than
BN 5 “ C‘:f; Str:jms 045 %0 CSMA when there is only one, or two in some cases, physical
(c) Average Channel Access Delay frequencies available as shown in Figure 10. Howgver, MMSN
outperforms CSMA when three or more frequencies are used,
g 25 which is also exhibited in Figure 10.
[ s
% z:: g C. Performance Evaluation with Different Node Densities
%’ 2:44' In many deployed sensor network systems [30] [31] [32]
§ pa [33], providing node redundancy is an efficient and effextiv
g aa method to increase the system lifetime. So, in the third grou
§ i of experiments, we evaluate MMSN'’s performance when dif-
g Pl SN G Ered e ferent node densities are utilized. The node density isased
5 2% MMSN (3 Ere) o | from 14 to 38, by configuring different radio ranges, and a
& 2 o s 0 3 0 a5 50 gossip traffic pattern is used that consists of 50 CBR streams
# CBR Streams We also measure the performance difference when different
(d) Energy Consumption Per Delivered Data Byte numbers of frequencies are used as well.

Once again, the experimental results confirm that MMSN
always achieves a higher performance when more frequencies
are available, which can be observed in Figure 14.(d). The
corresponding reasons can be found in the first two groups of
frequencies are used, which is consistent with the resakperiments and are not repeated here.
presented in the previous group of experiments. For exampleFrom Figure 11 (b), it is observed that the aggregate MAC
as shown in Figuré 10, when the number of frequencidisroughputs in both CSMA and MMSN decrease with the

Fig. 10. Performance Evaluation with Different System Loads
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Performance Evaluation with Different Node Density

increase of node density. This is because when node dens%/
increases, the same number of frequencies are shared by MobiCom 1999 August 1999.

more nodes within two hops. When the same percentage of
nodes participate in communication, congestion is in@eas
and hence backoff and channel access delay are increased,
as shown in Figuré 11 (c). We do not observe consistent
trends for packet delivery ratio variation in (a) and energy
consumption variation in (d), when the number of frequesicie
is greater than one and the node density is increased from 14
to 38. But we do notice that when there is only one frequency,
the packet delivery ratio of MMSN increases in (a), with the
increase of node density. We think this is because of deeteas
hidden terminal problems, when the radio range gets inetkas
to increase node density, while at the same time the system
topology is fixed to be 200m200m. When the number of
frequencies increases, this effect becomes very small and n
similar trend is observed. Also, because of the increasekipa
delivery ratio, the energy consumption becomes more dfficie
as shown in (d), when MMSN uses one frequency and the node
density increases from 14 to 38.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we propose the first effort to design a multi-
frequency MAC protocol for wireless sensor network applica
tions, in which each device adopts a single radio transceive
The different MAC design requirements for wireless sensor
networks and general wireless ad hoc networks are compared,
and a complete WSN multi-frequency MAC design (MMSN)
is put forth. During the MMSN design, we analyze and
evaluate different choices for frequency assignment, dsal a
discuss the non-uniform backoff algorithms for the sloteet
dia access design. Finally, we evaluate MMSN's performance
through extensive experiments, and the performance sesult
show that MMSN exhibits prominent ability to utilize paslll
transmission among neighboring nodes. MMSN also achieves
increased energy efficiency when multiple physical freqies
are available.

In the future, we plan to implement MMSN in a large scale
running sensor network system and evaluate its performance
with different sensor devices. In addition, the current kvor
assumes that we have access to multiple well separated chan-
nels. In future work, we also plan to extend MMSN to the
case when the multiple channels have partially overlapping
[48] frequency bandwidths.
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