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Abstract

The Möbius function is an important concept in combinatorics.

First developed for number theory, it has since been extended to arbi-

trary posets, where it allows inversion of certain functions. One type

of poset of particular interest is the subgroup lattice of a finite group.

In this paper, we examine some fundamental results about the Möbius

function, including the powerful inversion formula, and then we dis-

cuss the implications of applying the Möbius function to subgroup

lattices.

1 The Möbius Function

We have the following definition [4]:

Definition 1.1. Given a partially ordered set P , and given a, b ∈ P , the

Möbius function associated to P is a map µ : P × P → Z such that

µ (a, b) =






1 a = b

−
�

a<c≤b

µ (c, b) a < b

0 otherwise

.

If P has a largest element 1, the argument b is often omitted, and µ (a) is

assumed to mean µ (a,1).

A special case of a Möbius function is the classical Möbius function from

number theory. In that case, the poset is the positive integers, where a < b
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if a | b and a �= b. For the most part, we will consider Möbius functions over

subgroup lattices of finite groups (ordered by containment).

As an example, here is the subgroup lattice of D8, the dihedral group of

order 8:

D8

C4V4 V4

C
∗
2C2 C2 C2 C2

C1

The four C2 subgroups not marked with an asterisk are those generated by

the group elements including a reflection. They are all conjugate to one

another, as are the Klein four groups labeled V4 which contain them. The

asterisked C2 is not conjugate to the others. It is generated by the 180
◦

rotation of the square on which D8 acts.

We will now compute the Möbius function of each of these subgroups.

We will consider each conjugate collection of subgroups once, as all will

have the same value of the Möbius function. First, by definition, µ (D8) =

1. Then, µ (V4) and µ (C4) must both equal −1. From here, we see that

µ (C2) = − (−1 + 1) = 0 and µ (C
∗
2) = − (−1− 1− 1 + 1) = 2. Finally,

µ (C1) = − (2− 1− 1− 1 + 1) = 0. Here is the same diagram as before,

with each subgroup replaced by the value of its Möbius function:

1

−1−1 −1

20 0 0 0

0

Additionally, we note that there is an alternative, equivalent definition

for the Möbius function:
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Proposition 1.2. Given a poset P and a, b ∈ P , we have

µ (a, b) =






1 a = b

−
�

a≤c<b

µ (a, c) a < b

0 otherwise

.

Proof. This equivalence is proved inductively by length of the longest chain

between a and b. (We will include the endpoints in computing the length of

a chain.) First, if the longest such chain has length 2, the original formula

equals µ (b, b) = 1, and this new formula equals µ (a, a) = 1. Now, assume

that these formulas are equivalent if the length of the longest chain between

the two elements is less than m. Assume that the length of the longest chain

between a and b is m. The old formula gives (with the inductive hypothesis

assumed)

µ (a, b) = −
�

a<c≤b

µ (c, b)

= −µ (b, b)−
�

a<c≤b

�
−

�

c≤d<b

µ (c, d)

�

= −1 +

�

a<c≤d<b

µ (c, d)

and the new formula gives

µ (a, b) = −
�

a≤c<b

µ (a, c)

= −µ (a, a)−
�

a≤c<b

�
−

�

c<d≤b

µ (c, d)

�

= −1 +

�

a<c≤d<b

µ (c, d) .

These formulas are clearly the same.

2 The Möbius Inversion Formula

The Möbius function has a well-known application to inverting certain func-

tions over posets. Here is the Möbius inversion formula [4]:
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Proposition 2.1. Let P be a poset, let G be an additive abelian group, and
let f : P → G be a function. Let a ∈ P be fixed. We define another function,
F : P → G as follows: For b ∈ P ,

F (b) =

�

a≤x≤b

f (x) .

Then, for b ≥ a, we have

f (b) =

�

a≤x≤b

µ (x, b) F (x) .

Proof. We will prove this formula inductively. First, we have that

f (a) = F (a) .

Hence, a satisfies the formula

f (a) =

�

a≤x≤a

µ (x, a) F (a) = F (a) .

Now, let b ∈ P such that a ≤ b, and assume we have shown for a ≤ c < b

that

f (c) =

�

a≤x≤c

µ (x, c) F (x) .

The quantity f (b) is given by

f (b) = F (b)−
�

a≤x<b

f (x)

= F (b)−
�

a≤x<b

�

y≤x

µ (y, x) F (y)

= F (b)−
�

a≤y<x

�

y≤x<b

µ (y, x) F (y)

= F (b)−
�

a≤y<b

F (y)

�

y≤x<b

µ (y, x)

= µ (b, b) F (b)−
�

a≤y<b

F (y) (−µ (y, b))

=

�

a≤y≤b

µ (y, b) F (b) .

as required.
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3 Number of Generating n-Tuples of a Group

In 1936, Philip Hall published a paper that first showed the importance of the

inversion formula over a lattice of subgroups. His application of the inversion

formula allows for computation of the the number of ordered n-tuples which

generate a finite group G in terms of the Möbius function over the subgroup

lattice of G. He denotes the number of such n-tuples by φn (G). Here is

Hall’s inversion formula [2]:

Theorem 3.1. Let G be a finite group. Then, for each positive integer n,

φn (G) =

�

H≤G

µ (H) |H|n .

Proof. Let H be any subgroup of G. Let F (H) be the total number of

n-tuples of H, so that F (H) = |H|n. We see that

F (H) =

�

K≤H

φn (K)

since every n-tuple of H generates some subgroup K of H, and the number

which generate K is φn (K). We deduce that φn (G) has the desired formula

by applying the Möbius inversion formula over the lattice of subgroups of G,

taking f (H) = φn (H).

We will now show a result that follows from knowing φn (G) for a finite

simple group G. First, we will prove a lemma.

Lemma 3.2. Let G be a non-abelian finite simple group, and let s be a
positive integer. The only normal subgroups of G

s are direct products of the
factors.

Proof. Let N � G
s
. Suppose �g = (g1, . . . , gs) ∈ N with gj �= e. For any

element �a = (e, . . . , e, a, e, . . . , e) with a in position j,

�a�g�a−1
=

�
g1, . . . , agja

−1
, . . . , gs

�
∈ N.

Multiplying by �g−1
yields that

�
e, . . . , e, agja

−1
g
−1
j

, e, . . . , e
�
∈ N . Since G

is non-abelian, we can find a so that agja
−1

g
−1
j
�= e. Since the conjugates of

any non-identity element of G generate G, we see that

{e}× · · ·× {e}×G× {e}× · · ·× {e} < N.
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Hence, we obtain that N is equal to the product of those factors G for which

N has an element which is not e in that factor. This is a direct product of

the factors, as required.

Now, we will prove one of our main results. Hall’s paper implicitly uses

this result, but he does not prove it.

Theorem 3.3. Let G be a finite simple group that is not cyclic, and let n be
a positive integer. The ratio

dn (G) :=
φn (G)

|Aut G|
is equal to the maximum power of G that can be generated by n elements.

Proof. First, we will show that this ratio is equal to the number of kernels for

homomorphisms Fn → G, where Fn is the free group with n generators. Such

homomorphisms can be denoted f(g1,...,gn), where (g1, . . . , gn) generates G and

the homomorphism is determined by mapping variable xi in the free group to

gi. Let Nf(g1,...,gn)
✁Fn be the kernel of f(g1,...,gn). We have Fn/Nf(g1,...,gn)

∼= G.

Aut G permutes ordered n-tuples that generate G freely with the action

α · (g1, . . . , gn) = (αg1, . . . ,αgn) for α ∈ Aut G. The orbits all have size

|Aut G|. We will now prove that (g1, . . . , gn) and (h1, . . . , hn) lie in the same

orbit if and only if ker f(g1,...,gn) = ker f(h1,...,hn). From this point forward, we

will denote (g1, . . . , gn) by �g and (h1, . . . , hn) by �h.

For the forward direction, assume that �g and �h lie in the same orbit. Then,

there exists α ∈ Aut G such that α (�g) = �h. We claim that α ◦ f�g = f�h. This

follows immediately from the fact that f�h (xi) = hi and α ◦ f�g = α (gi) = hi.

Hence, if u ∈ Fn, then u ∈ ker f�h if and only if f�h (u) = e = α ◦ f�g (u). This

occurs if and only if f�g (u) = e, namely, u ∈ ker f�g, as required.

To show the reverse direction, we assume that ker f�g = ker f�h = N . The

First Isomorphism Theorem yields isomorphisms θ�g, θ�h : Fn/N → G given by

θ�g (uN) = f�g (u) and θ�h (uN) = f�h (u). Let α = θ�h◦θ−1
�g . We see immediately

that α ∈ Aut (G). We claim that �h = α (�g). We verify:

α (gi) = θ�h ◦ θ−1
�g (gi) = θ�h (xiN) = hi,

as required.

Hence, different kernels from such homomorphisms are in bijection with

Aut G orbits of ordered pairs. Hence, the total number is the ratio described

before.
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Let d be this ratio. Number the kernels of the homomorphism N1 through

Nd. We claim that Fn/ (N1 ∩ · · · ∩Nd)
∼= G

d
, thereby proving that G

d
can be

generated by n elements. After proving this, we will show that G
d+1

cannot

be generated by n elements, and that will complete the proof.

We will now prove that Fn/ (N1 ∩ · · · ∩Nt)
∼= G

t
by induction on t. The

case t = 1 is the First Isomorphism Theorem from group theory. Now,

suppose t > 1 and the result is true for smaller values of t. Specifically,

Fn/ (N1 ∩ · · · ∩Nt−1)
∼= G

t−1
. Let H = �N1 ∩ · · · ∩Nt−1, Nt�. We have

H ✁ Fn, so H/Nt ✁ Fn/Nt
∼= G. Since G is simple, we have H/Nt

∼= Fn/Nt

or H/Nt
∼= Nt/Nt, so H = Fn or H = Nt.

We can exclude the second case. Assume for a contradiction that H = Nt.

Then, N1 ∩ · · · ∩Nt−1 < Nt. Then we have that

Nt/ (N1 ∩ · · · ∩Nt−1) � Fn/ (N1 ∩ · · · ∩Nt−1)
∼= G

t−1
,

and the the quotient of these groups is isomorphic to G by the Third Isomor-

phism Theorem. By Lemma 3.2, the normal subgroup is the product of t−2

of the factors. Let the missing factor be the j
th

, corresponding to kernel Nj.

We will now show that Nt = Nj, which is a contradiction. First, both Nt and

Nj contain N1∩ · · ·Nt−1. Also, both of their images in Fn/ (N1 ∩ · · · ∩Nt−1)

have the property that upon factoring them out we obtain the j
th

G factor.

Hence, their images are equal, so Nt = Nj by the one-to-one correspon-

dence between subgroups of Fn containing N1 ∩ · · · ∩Nt−1 and subgroups of

Fn/ (N1 ∩ · · · ∩Nt−1) given by the First Isomorphism Theorem.

Now, by the Second Isomorphism Theorem, Nt/ (N1 ∩ · ∩Nt)
∼= G

t−1

and (N1 ∩ · · · ∩Nt−1) / (N1 ∩ · · · ∩Nt)
∼= G. So, Fn/ (N1 ∩ · · · ∩Nt) has

two normal subgroups which generate Fn and intersect in 1. Therefore,

Fn/ (N1 ∩ · · · ∩Nt) is their direct product, namely G
t
.

Finally, we show that G
d+1

cannot be generated by n elements. If it can

be, then there is a normal subgroup J ✁ Fn so that Fn/J
∼= G

d+1
. Consider

the d + 1 projections Fn → G
d+1 → G. The kernels are all different, with

quotient G. This contradicts the fact that there are only d possible distinct

kernels. Hence, G
d+1

cannot be generated with n elements.

We will now give two examples. First, let G = A5. This, the alternating

group on 5 letters (which has 60 elements), is the smallest non-abelian simple

group. We have from [1] that |Aut A5| = 120. Hall’s paper [2] gives the

inversion formula of A5 as

φ (A5) = σ (A5)−5σ (A4)−6σ (D10)−10σ (S3)+20σ (C3)+60σ (C2)−60σ (C1) .
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Hall uses the notation σ for the function of each subgroup, because he consid-

ers functions that are more general than the number of generating n-tuples.

Letting σ (H) = |H|n here, though, yields that

dn (G168) =
60

n − 5 · 12
n − 6 · 10

n − 10 · 6n
+ 20 · 3n

+ 60 · 2n − 60

120

= 30 · 60
n−2 − 6 · 12

n−2 − 5 · 10
n−2 − 3 · 6n−2

+
3

n−1

2
+ 2

n−1 − 1

2
.

Substituting a given positive integer n into this formula gives the largest

direct product of A5 that can be generated with n elements. For n = 2, this

is 19; for n = 3 it is 1668. Hence, the group A
1668
5 , a group of order 60

1668
,

can be generated by only three elements! This is a group some 8.9 × 10
2913

times larger than the Monster group [1].

Second, let G = G168 = GL (3, 2). This is the simple group of order 168.

We have from [1] that |Aut G168| = 2 · 168 = 336. Hall’s paper [2] gives the

inversion formula of G168 as

φ (G168) = σ (G168)− 14σ (S4)− 8σ (M7,3) + 21σ (D8)

+ 28σ (S3) + 56σ (C3)− 84σ (C2)

where in Hall’s notation, M7,3 is the non-abelian group of order 21. Letting

σ (H) = |H|n yields that

dn (G168) =
168

n − 14 · 24
n − 8 · 21

n
+ 21 · 8n

+ 28 · 6n
+ 56 · 3n − 84 · 2n

336

= 84 · 168
n−2

+ 24
n−1

+
21

n−1

2
+ 4 · 8n−2

+ 3 · 6n−2
+

3
n−1

2
+ 2

n−2
.

Substituting a given positive integer n into this formula gives the largest

direct product of G168 that can be generated with n elements. For n = 2,

this is 57.

4 Growth Sequences of Finite Groups

A question that now comes to mind is, in general, given a finitely-generated

group G and a positive integer n, what is the minimal number of generators

for G
n
. We will use the notation d (G) to mean the minimal number of

generators of G. As before, for simple G, dm (G) is the largest integer k such
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PROOF. Since M = Fn(M), there is a matrix X E GLr(k) such that for
all g E G, X¢(g)X-1 = Fnlb(g). By a theorem of Lang (see for example
Srinivasan [191], p. 11), the map Y --> Fn(Y)-1Y on GLr(k) is surjective,
and so we may write X = Fn(Y)-lY for some Y E GLr(k). Then for all
g E G we have Y¢(g)Y-1 = Fn(Yca(g)Y-1). Thus changing basis by means
of Y, we see that the image of G -* GLr (k) lies in GLr (IFp..) as required.

COROLLARY 5.3.5. Suppose k contains the primitive 7th roots of unity,
where ry is the p'-part of the exponent of G. Then the Z-rank of R(kG) (i.e.,
the number of isomorphism types of p-modular irreducible representations of
G) is equal to the number of conjugacy classes of p'-elements of G.

EXERCISE. Use the above arguments to count the number of isomorphism
types of p-modular irreducible representations of G in case k does not contain
the -yth roots of unity.

COROLLARY 5.3.6. The representation ring A(G) decomposes as a direct
sum of ideals

A(G) = A(G,1) ® Ao(G,1).
The Cartan homomorphism

c : A(G,1) y A(G) -» A(G)/Ao(G,1)
is an isomorphism. In particular, the Cartan matrix is non-singular. Thus
projective kG-modules with the same Brauer character are isomorphic.

PROOF. By Lemmas 5.3.1 and 5.2.2, the t9 are linearly independent on
A(G, 1), and so c is injective. But the number of isomorphism types of
projective indecomposables is equal to the number of isomorphism types of
irreducibles, so the dimensions of A(G, 1) and A(G)/Ao(G,1) are equal, so
c is an isomorphism. Letting e = c-1(1), we see that e is an idempotent,
A(G, 1) = e.A(G), and Ao(G,1) _ (1 - e).A(G).

5.4. G-sets and the Burnside ring
We now go through the same process with permutation representations

as we went through in the last two sections with linear representations. The
result is called the Burnside ring. There is a natural homomorphism from
the Burnside ring to the representation ring of RG for any coefficient ring R,
and we shall use this fact to obtain information about representation rings
(namely various "induction theorems") in Section 5.6.

We define the Burnside ring b(G) to be the ring with generators the
isomorphism classes [X] of permutation representations of G on finite sets,
and relations

[X] + [Y] = [XIJY], [X].[Y] = [X X Y]
giving the addition and multiplication in terms of disjoint union and Carte-
sian product. The identity element of this ring corresponds to the one point
set with trivial action, and the zero element corresponds to the empty set.
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Now any permutation representation X of G may be expressed uniquely
as a disjoint union of orbits. The isomorphism classes of transitive permuta-
tion representations are in one-one correspondence with the conjugacy classes
of subgroups in such a way that the permutation representation G/H corre-
sponds to the conjugacy class of H, which is characterised as the stabiliser
of a point. So the additive structure of b(G) is easy to describe. It is the
free abelian group, with basis corresponding to the transitive permutation
representations [G/H], one for each conjugacy class of subgroups H < G.

EXAMPLE. Suppose G is the symmetric group S3. Then we shall denote
the transitive permutation representations of G by 1, a, b and c, on 1, 2, 3
and 6 objects respectively. The multiplication table of b(G) is as follows:

x 1 a b c
1 1 a b c
a a 2a c 2c

b b c b+c 3c
c c 2c 3c 6c

What are the ring homomorphisms f : b(G) -* C? Clearly for any such
ring homomorphism we have f (1) = 1. Since f (c)2 = 6f (c), either f (c) = 0
or f (c) = 6.

Case (i): f (c) = 6. In this case f (a) f (c) = 2f (c) implies that f (a) = 2,
while f (b) f (c) = 3f (c) implies that f (b) = 3.

Case (ii) : f (c) = 0 implies that f (a) f (b) = 0. In this case we have
f (a)2 = 2f (a) and f (b)2 = f (b), and so we have either f (a) = 0, f (b) = 1,
or f (a) = 2, f (b) = 0, or f (a) = 0, f (b) = 0.

We may summarise this information in the following table:

c

b

a

1

6 0 0 0

3 1 0 0
2 0 2 0

1 1 1 1

We can interpret this table in terms of the numbers of fixed points on sub-
groups as follows. If H < G, the map

fH:b(G),ZCC
sending a permutation representation X to IXHI is a ring homomorphism,
since

I (X u y)HI = IXHI + IYHI , I (X X y)HI = I XHIIYHI
Clearly if H is not conjugate to K then fH : fK (evaluate on G/H and
G/K).

LEMMA 5.4.1. We have fH(G/K) 0 if and only if H is conjugate to a
subgroup of K.
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Let B(G) = C ®z b(G). Then fH extends in an obvious way to a C-linear
ring homomorphism

fH:B(G)-*C
THEOREM 5.4.2. Every ring homomorphism b(G) -> C is of the form fH

for some H < G. The sum of these maps is an isomorphism after tensoring
with C:

fH : B(G) , ® C.
H<GG

PROOF. By Lemma 5.2.2, the fH are linearly independent, and so the
above map E fH is surjective. Since dime B(G) is equal to the number of
conjugacy classes of subgroups, it follows that it is an isomorphism.

We write EH for the primitive idempotent corresponding to H in the right
hand side of the above isomorphism, and eH for the corresponding element
of B(G).

It follows from the above theorem that
fH:b(G)-> ® Z

H<GG

is injective with finite cokernel. How big is this cokernel? Choosing bases by
listing subgroups in non-decreasing order of size, the matrix of E fH is

The diagonal entries are fH(G/H) = ING(H) : HI, and so the size of the
cokernel, which is the determinant of this matrix, is equal to

fl ING(H) : H1.
H<GG

REMARK. Burnside calls the above matrix the table of marks. In sec-
tion 185 of his book 144], you will find the following table of marks for the
alternating group A4.

1 C2 C3 V4 A4
1 12 0 0 0 0
C2 6 2 0 0 0

C3 4 0 1 0 0

V4 3 3 0 3 0

A4 1 1 1 1 1

CONGRUENCES AND IDEMPOTENTS IN b(G). The idempotents in B(G)
are the elements

E eH
HER
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where f is a collection of representatives of distinct conjugacy classes of
subgroups.

QUESTION 5.4.3. When is EHErf eH in b(G) ?

More generally, if S is a set of primes, we can look at the localised Burn-
side ring b(G)(S), obtained by allowing denominators coprime to S. Thus for
example if S = {p}, we write b(G)(p) for the p-local Burnside ring, and if S
is the set of all primes other than p, we write b(G)p for Z[l/p] ®z b(G). All
these rings may be thought of as subrings of B(G).

QUESTION 5.4.4. When is EHEf eH in b(G)(S) ?

LEMMA 5.4.5 (Burnside). The number of orbits of G on X is equal to

IX(g) I
IGI

and in particular
gEG

J` Jx(g)I = 0 (mod IGI).
9EG

PROOF. Count {(x,g) I xg = x} in two ways.
Hence, if H < K < G, then the quotient group K/H acts on X H, and

we have
IX(H,k) I = 0 (mod IK/HI ).

kEK/H

Here, k denotes any pre-image of k in K, and the group (H, k) is clearly
independent of this choice.

We can obtain a complete set of congruences (i.e., characterising the im-
age of b(G) under the map E fH) by taking K = NG(H) for each conjugacy
class of subgroups H of G.

These congruences are independent since they form a lower triangular
matrix of congruences with ones on the diagonal. For example, in the case
of the example above from Burnside's book, the congruences say that

12 0 0 0 0 1 0 0 0 0
6 2 0 0 0 3 1 0 0 0
4 0 1 0 0 8 0 1 0 0 - 0 (mod (12 2 1 3 1)).
3 3 0 3 0 0 1 0 1 0
1 1 1 1 1 0 0 0 2 1

The second matrix in the above equation has its rows and columns labelled
by the conjugacy classes of subgroups of G, and has a non-zero entry if and
only if the subgroup H corresponding to the column is contained normally
in a conjugate of the subgroup K corresponding to the row, with cyclic
quotient. The entry is the number of times conjugates of K appear in the
above congruence for NG(H)/H; namely the sum, over the subgroups K in
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the given G-conjugacy class- that contain H normally with cyclic quotient, of
the number of generators of the cyclic group K/H.

These congruences therefore define an additive subgroup of EH<GG Z of
the same index as b(G), which therefore is b(G). We have therefore proved
the following theorem of Dress [86] (our presentation follows tom Dieck [72]).

THEOREM 5.4.6. The image of the map
fH:b(G)-> ® Z

H<GG
is given by the congruences

E i{generators of K/H}I. fH(x) - 0 (mod JNG(H) : HI)
k

where the sum runs over the subgroups K < G with H < K and K/H
cyclic.

Note that we can separate these congruences into p-primary components
by using the pairs of groups H < N < G with N/H E Sylp(NG(H)/H).

THEOREM 5.4.7 (Dress). (i) An idempotent FHEH eH E B(G) lies in
b(G) if and only if, whenever H < H' with cyclic quotient, H E N H' E H.

(ii) An idempotent EHErc eH E B(G) lies in b(G)(s) if and only if, when-
ever H < H' of index p E S, H is conjugate to a subgroup in 7-l if and only
if H' is.

PROOF. Suppose EHE7-I eH E b(G)(s) and H < H' with cyclic quotient of
order p E S. Then the congruence I X H I = I X H' mod H' : HI implies that
for all x E b(G)(s), fH(x) - fH'(x). Since 0 # 1 mod p, H E H H' E H.
Conversely, by the above theorem, if these congruences are satisfied then
EHER eH E b(G)(s).

COROLLARY 5.4.8 (Dress). (i) The primitive idempotents in b(G) are of
the form

eH
H(°°)=Ho

where H runs through representatives of conjugacy classes of subgroups of G
for which H(°°) is a given perfect subgroup Ho of G.

In particular, G is soluble if and only if the only idempotents in b(G) are
0 and 1.

(ii) The primitive idempotents in b(G)(p) are of the form

E eH
OP(H)=Ho

where H runs through representatives of conjugacy classes of subgroups of G
for which OP(H) is a given p-perfect subgroup Ho of G (i.e., subgroup with
no normal subgroup of index p).
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1. Introduction 

The Burnside ring Q(G) of a finite group G is the Grothendieck ring ofthe 
category of finite G-sets. This ring has important algebraic and topological 
applications. A striking result of Dress [3] shows that there is a correspondence 
between the non-trivial primitive idempotents of Q(G) and the conjugate 
classes of perfect subgroups of G. To shed some light on these idempotents one 
can pass to the Burnside algebra Q ® z Q( G) which we denote B[ G]. The primi-
tive idempotents of Q( G) are of course sums of primitive idemPQtents in B[ G], 
so a formula for the latter idempotents is of interest. 

A recent paper of Quillen [6] examines the simplicial complex associated 
with the poset of non-trivial p-subgroups of a finite group. This study is mo-
tivated in part by a result of K. Brown that the Euler characteristic of this 
complex is congruent to one modulo the p-part of the group order. 

In the final section of this paper we use our idempotent formula to give a 
very short, purely algebraic and combinatorial proof of the above result. In 
fact, the idempotent formula shows that the congruence property for the Euler 
characteristic is a consequence of the results of Dress [3] on the prime ideals 
ofQ(G). 

2. Mobius functions of partially ordered sets 

For the convenience of the reader we include a brief description of the 
Mobius function of a partially ordered set. See (7] for more information on this 
subject and for proofs of the following statements. 

An interval [a, b] in a partially ordered set S consists by definition of all c in 
A such that a $ C $ b. S is called locally finite if all intervals in S are finite. Any 
locally finite partially ordered set S has a Mobius function J1.: S x S -+ Z which 
is uniquely defined by the condition that 

L J1.(c, b) = {I a = b 
c e[a,b) 0 if a =1= b. 

When S is the set of natural numbers partially ordered by divisibility, J1.(a, b) = 
J1.(b/a); the latter J1. denotes the ordinary Mobius function of number theory. 
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Two properties of the Mobius function are important in this paper: the 
inversion formula and the alternating sum formula. 

To state the first we let S be a locally finite partially ordered set and letfand 
g be functions from S to an abelian group such that g(x) = Lysx f(y). Then 

f(x) = L Jl(y, x)g(y). 
ySx 

The alternating sum formula states that Jl(a, b) = Li ( -1 )iCi where C i is the 
number of chains from a to b of length i. A chain of length i means one 
involving i + 1 elements of S. 

Of course the inversion formula generalizes classical Mobius inversion while 
the alternating sum formula reminds one of Euler characteristics. 

3. The idempotent formula 
We refer the reader to Solomon [8] for the basic facts about B[G]. Our 

notation will be slightly different, however. We shall denote by L(G) the lattice 
of subgroups of G and by L*(G) a set of representatives of conjugate classes of 
subgroups of G. 

B[G] is a commutative semisimple algebra over Q, isomorphic to a direct 
sum of IL*(G)I copies of Q. It has a natural basis element UH for each 
HE L*(G). Here UH denotes the G-set ofleft cosets of H. The primitive idempo-
tents e H of B[ G] are also in one-to-one correspondence with the elements of 
L*(G). By [8, Theorem 4] each such idempotent can be written in the form 

eH= (IHI/ING(H)I)u H+ L (lKHU K 
K<H 

where the (lKH are rational numbers. We allow distinct subgroups K on the 
right to be conjugate in G, so a basis element UK may appear more than once in 
the sum. 

To get a more explicit formula for the e's in terms of the u's, we first express 
the u's in terms of the e's. We denote by ( , > the natural bilinear form on 
B[G] defined by the e's. 

LEMMA 1. For H, K E L*(G) we have (eK' UH> = CKHIN JK)I/IHI where 
CKH is the number of conjugates of K contained in H. Consequently 

UH= L (ING(K)I/IHl)eK 
KSH 

the sum being taken over all subgroups K of H. 

Proof. For J, L E L*(G) define 4>.AuJ to be the number ofleft cosets of L 
which are fixed by every element of J. By remarks preceeding Lemma 1 of [3], 
4> J extends to an algebra homomorphism from B[ G] onto Q, and all such 
homomorphisms arise in this way. Thus 4>A') = (eJ" . > for some J' E L*(G). 

To show that J' = J we evaluate at u J' and get 4> .Au J') =f O. It follows from the 
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definition of lPJ that J is conjugate to a subgroup of J'. In particular \J I 
I J' I· Thus G' = G and by downward induction on I J I we have J = J' for all 
J E L*(G). 

Thus (eK, uH) = lPK(UH) is the number of left cosets gH such that 
KgH = gH, or equivalently g-l Kg H. Let S = {g E G I g-l Kg H}. The 
number offixed left cosets we want to find is I Sill H I. But S is the union of C KH 
right cosets of N G(K). The statement of the lemma follows. 

Remark. Each eH is an integral linear combination of the distinct UK'S but 
the numbers IN G(K) III H I need not be integers. 

The idempotent formula follows. 
We denote by Il the Mobius function of L(G). 

PROPOSITION. For H E L*(G), eH = (ING(H)lt 1 LKSH Il(K, H)IKIIlK, the 
sum being taken over all subgroups of H. 

Proof For HE L(G) letfH = IN G(H) I eH and let VH= IHluH. By Lemma 
1, VH = LKSH fK, the sum being taken over all subgroups of H. We think of v 
andfas functions from L(G) to the abelian group B[G]. By Mobius inversion 
fH = LKSH Il(K, H)VK which translates into the statement of the proposition. 

We remark that the above formula generalizes the "Brauer Coefficient 
Formula"; see [1, Satz 1]. A special case of our formula appears in [8] and a 
closely related formula appears in a different context in [5]. 

4. The p-subgroup simplicial complex 

Let S p( G) denote the simplicial complex considered in [6]. The vertices of 
S p( G) are the non-trivial p-subgroups of G and the n-simplices are the chains of 
p-subgroups of G of length n. 

Two subgroups Hand K of G are said to be p-equivalent if OP(H) is G-
conjugate to OP(K), where OP(H) denotes the smallest normal subgroup of H 
having p-power index. For HE L*(G) let eH denote the sum L eK in B[G] where 
K ranges over all subgroups in L*(G) which are p-equivalent to H. Let Z p be the 
integers localized at p and let Q(G)p be Zp ®z Q(G). Finally let P(G) be the set of 
p-subgroups of G and let P*(G) = P(G) n L*(G). 

LEMMA 2. The distinct eH are the primitive idempotents ofQ(G)p. 

Proof This is implicit in [3], and a fuller description may be found in [4, 
p. 54]. We shall sketch the proof for the reader's convenience. 

The prime ideals of Q(G)p are of two types. There are minimal prime ideals 
p(H,O) defined by {x E Q(G)pl (e H, x) = O} and there are maximal ideals 
p(H, p) defined by {x E Q(G)pl (e H, x) == 0 mod pl. The p(H, 0) are distinct for 
distinct HE L*(G) but p(H, p) = p(K, p) if and only if Hand K are p-
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equivalent. Each p-equivalence class thereby determines a connected compon-
ent of Spec O(G)p consisting of one maximal ideal p(H, p) and the minimal 
prime ideals p(K, 0) for those K in L*(G) which are p-equivalent to H. All the 
above p(K, 0) are contained in p(H, p). 

On the other hand, for any commutative ring R the connected components 
of Spec R correspond to the primitive idempotents of R; the connected com-
ponent of Spec R corresponding to a primitive idempotent e in R consists of all 
prime ideals of R which contain 1 - e. So if e is the primitive idempotent of 
O(G)p corresponding to the connected component of Spec O(G)p described in 
the previous paragraph, 1 - e is contained in p(K,O) if and only if K is p-
equivalent to H. The statement of the lemma follows. 

We can now prove the result mentioned in the introduction. 

THEOREM (K. Brown). The Euler characteristic ojS JG) is congruent to one 
modulo I G Ip' 

Proof. First observe that the Euler characteristic equals Li=O (_1)iCi 
where Ci is the number of chains of non-trivial p-subgroups of G of length i. 
There is an obvious correspondence between all chains in S JG) and all non-
trivial chains in P( G) whose smallest element is 1. A chain in S p( G) of length i 
corresponds to a chain in P(G) of length i + 1. 

Let di denote the number of chains with smallest element 1 and length i in 
P(G) c L(G). By the alternating sum formula for the Mobius function, 
Li=O (-1)id j = LPeP(G) Jl(1, P). Since Li=O (-1)iciomits the chain from 1 to 1 
in L(G), which corresponds to Jl(1, 1) in L Jl(1, P), the Euler characteristic of 
Sp(G) equals 1 - LPeP(G) Jl(1, P). Thus it suffices to show that 

L Jl(1, P) == 0 mod IGlp. 
Pep(G) 

The idempotent formula gives, after one "uncollects" conjugate subgroups, 

IGI- 1 L Jl(1, P) 
P e p(G) 

as the coefficient of U1 in ep. Since P*(G) is the set of subgroups in 
L*(G) which are p-equivalent to 1, the idempotent LPeP*(G) ep lies in O(G)p by 
Lemma 2, so its coefficients are p-integral, which completes the proof. 
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