Large-scale App-based Reporting of Customer Problems
in Cellular Networks: Potential and Limitations

Yu Jin*, Nick Duffield*, Alexandre Gerber*, Patrick Haffner*, Wen-Ling Hsu*, Guy Jacobson*,
Subhabrata Sen*, Shobha Venkataraman*, Zhi-Li Zhang'

*AT&T Labs - Research
*{yjin,duffield,haffner,hsu,guy,sen,s

ABSTRACT

In this paper, we study theocation-based Reporting Tool (LRT)

a smartphone application for collecting large-scale feekfrom
mobile customers. Using one-year data collected from ortbef
largest cellular networks in the US, we compare LRT feedhack
the traditional customer feedback channel — customer @zets.
Our analysis shows that, due to the light-weight design, ERT
courages customers to report more problems from anywhete an
at any time. In addition, we find LRT users access network ser-
vices more intensively than other mobile users, and heremare
likely to experience and are more sensitive to network ots.

All these render LRT feedback a valuable information sodore
early detection of emerging network problems.

Categories and Subject Descriptors

C.2.3 [Computer-Communication Networks]: Network Opera-
tions

General Terms
Measurement, Management

Keywords
Cellular network, troubleshooting, app-based reportow t

1. INTRODUCTION

With the rapid growth in mobile voice and data services, ef-
fective management of large-scale cellular data netwaksiti-
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of users. ldentifying and pinpointing — not to mention trieghoot-
ing — these problems can be an extremely challenging task.
Traditional troubleshooting approaches utilize netwoeasure-
ments, e.g., RTT, loss rate, collected by cellular servicwiders
either at various locations in the network [1, 2] or at moltitnd-
sets [3, 4]. However, such measurements do not necesseftdgtr
customers’ experience on the network. Due to this reasoactdi
customer feedback through the traditional customer prolseport
channel — customer care tickets — as a valuable source afiiafo
tion for troubleshooting problems in cellular networks hasently
attracted more attention [5, 6]. A customer ticket is issub@n a
customer calls the technical support line and reports tbblpm
to a customer agent, and it records the whole conversatitvelea
the two parties. Despite their usefulness, customer sckeblve
high overhead. A customer needs to call in and wait on the line
for a customer agent to speak to and spends time diagnosing th
problem with the agent. Hence customer tickets depend lyeavi
the availability of customer agents. Because of this, a-gdight
channel is demanded for real-time customer problem ragpeind
troubleshooting.
The increasing popularity of smartphone devices and thertdl
of more complex software and apps make possible a new channel
of large-scale location-based customer trouble-repgritncellu-
lar networks. Users can launch performance tests on theiileno
handsets and inform service providers of any problems tirou
smartphone apps. THeocation-based Reporting TodLRT) is
an example of such apps LRT enables customers to report any
performance problem by simply pressing a button, and thertep
sent via LRT, which we refer to asl&RT messagesontains impor-
tant information regarding the user’s location in the netnsee
an overview of LRT in Section 3). Since its debut in one of the

cal to meet customer demands and expectations. Due to the vaslargest cellular networks in the US, LRT has received moas th

complexity involved, problems may occur in a number of diffe
ent places, e.g., mobile handsets, software and apps gummn
the handsets, or within the cellular network infrastruetur the
latter itself spans large geographical regions, congjstihthou-
sands of cell towers, radio spectrum access controlledsaavhole
gamut of other network elements and servers, supportintpmsl
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million downloads and millions of LRT messages have been col
lected in the past year. In this paper, we focus on makingesehs
these LRT messagesiow different are they from the traditional
customer care tickets? What are the advantages and liroitati
of this new channel for detecting emerging network probkeims
addition, since LRT users are self-selected — the user rteeals
tively choose to download and use LRiFe they a good represen-
tative sample of the entire mobile application, especijatijterms
of troubleshooting network issugs

To answer these questions, in this paper we study the unique
characteristics of LRT feedback compared to customer ozkets
(see Section 4). Our study demonstrates that the lightiweigd
simple design of LRT encourage customers to report more-prob

For proprietary reasons, we cannot use the actual name apthe



lems fromanywhereand atany time Because of this, LRT mes-
sages can indeed help detect emerging network issues miulieh ea
than customer tickets, especially during nights and wedkenhen
the number of customer tickets are constrained by the lawiten-
ber of customer agents. Moreover, the location information-
tained in LRT messages makes isolating problematic conmisne
in the cellular network easier.

We further conduct a comprehensive analysis of LRT users. Ou
study shows that the LRT users represent a self-selectedmiform
sample of the entire mobile user population. Compared teroth
users, LRT users tend to access network services, both aoite
data services, more intensively and at more network lonat{see
Section 5). Furthermore, due to their preference of apfitina
with stringent performance requirements, e.g., voice~dReand
media streaming, LRT users are more sensitive to network per
formance variations. Both properties are desirable from phbr-
spective of troubleshooting network problems, which eeshlRT
users to sense and report problems in the cellular netwodbrear-
lier. Our analysis also points out several limitations ofT,Ruch
as the small population size and the bias towards certantskiri
applications, and suggests remedies to make LRT a mordqaiact
network troubleshooting solution.

2. BACKGROUND AND DATASETS

Cellular Network Overview. The cellular network under study
uses primarily UMTS (Universal Mobile TelecommunicatiopsS
tem), a popular 3G mobile communication technology supgrt
both voice and data services. Fig. 1 depicts the key compeiien
a typical UMTS network. The UMTS network has a hierarchical
structure: where eacRadio Network Controlle(RNC) controls
multiple node-Bs, and on8erving GPRS Support Nog8GSN)
serves multiple RNCs (see [6] for details of the UMTS network

Datasets. Our study uses LRT messages collected in the UMTS
network for a one-year time period. To assist our analyses, w
utilize additional datasets collected at various locatiorside the
UMTS network over the same time period, such as voice usage,

data usage, Short Message Service (SMS) usage and so fagth. W

emphasize here that no customer private information is used
our analysis and all customer identities armnymizedefore any
analysis is conducted. Similarly, to adhere to the confidétyt un-

der which we had access to the data, at places, we presenalnorm
ized views of our results while retaining the scientificayevant
magnitudes.
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Figure 1: UMTS network architecture.

Customer Tickets. To study the difference of LRT from the tra-
ditional customer report channel — customer tickets, wéecbhll
customer tickets during the same time period. Customeetiik
the default way foall the mobility customer® inform the service

provider regarding any problem by calling in a customer supp
line. A customer ticket contains the time of the call and asamy
of the entire conversation between the customer and theroest
agent during the call. We note that customers may call forra va
ety of reasons. A large majority of calls amen-technicarelated,
e.g., questions about billing, service contracts, etc. &ones cus-
tomers call when experiencing certagcthnicalproblems, e.g., un-
able to connect to the network, etc. Similar to [6], in thipea we
refer to customer tickets as thewmehnical ticketswhich contain
none of the following keywords: bill, account, plan and teat

Mapping Users to Network Locations. One of the key advan-
tages of LRT is that it is a location-based report tool. Ea&fTL
message contains the cell tower name that the customer is con
nected to. With this, we can easily correlate LRT messageadit
level of the cellular network hierarchy (see Section 4.2pwver,

for other data sources, e.g., customer tickets, this infbion is not
readily available. We infer such information fraBPRS Tunnelling
Protocol Control(GTP-C) messages as follows.

When a customer wants to access the cellular network data ser
vice, aGTP Createmessage is sent to the GGSN (recall Fig. 1) to
establish a GTP tunnel for the current GTP session, whichagus
the Location Area Code (LAC) and Cell ID (CID) of the node-B
that is currently serving the customer.GVP Updatemessage will
be sent to the GGSN to update the latest LAC and CID when the
customer travels beyond a certain distance and a SGSN handov
happens. When the customer finishes using the data serkie, t
GGSN is informed by & TP Deletemessage to remove the GTP
tunnel and hence terminate the GTP session. By tracking GTP-
messages, we are able to associate customers with netveak lo
tions with a good accuracy at RNCs or higher level networlaioc
tions, e.g., SGSNs or cities [7].

3. OVERVIEW OF LRT

LRT is a smartphone application that provides customersansie
to submit feedback on their network experience to theiutatlser-
vice provider. LRT has a simple design, allowing users tarep
problems by simply pressing a buttén

Three major problem categories and five subcategories adepr
fined, see Table 1. We note that the five subcategories magehan
along with different versions of the application. Howeube three
major categories — coverage, voice and data — remain the.same
Today, LRT can be installed on a selected number of smargphon
devices and requires access to the data service. We expeet mo
mobile devices will support running LRT in the near future.

Table 1: Predefined LRT problem categories.
Major Subcategory
Coverage No Coverage
\oice related | Dropped CallandFailed Call Attempt
Data related | Data - Can't Connecand Data - Too Slow

In addition to these predefined problem categories, a user ca
also submit free-text comments about the event. Otheriaddit
features, such as viewing nearby free Wi-Fi locations, ate also
provided. In our dataset, the free-text comments are ennatyaist
cases. Therefore, in this paper, we rely on the predefinedjoees
to classify reported problems. Fig. 2 illustrates the bdeakn of
different reported problems in four quarters during ouresiation

2When data service is not accessible, LRT messages will be
buffered and then delivered after the connection has been re
established.
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Figure 2: LRT message categories.

period, one calendar year (denoted as T1 to T4, in chroncddgi
order). Though the number of LRT messages received ara-diffe
ent in the four quarters, voice-related problems alwayssttuie
the largest fraction (more than 40%) and the coverage pmudbec-
count for approximately 30% of the problems reported. We find
also that data-related problems become more significamnt tbee
calendar year, increasing from 18% to 32%, and this is cterdis
with our observations with respect to the growth of usage ead
pectation from mobile customers on data services.

4. COMPARING LRT MESSAGES TO CUS-
TOMER TICKETS

As LRT is a new approach for mobile customers to report net-
work problems, the LRT messages have characteristicadi$tom
more traditional ways of reporting problems, i.e., custoroare
tickets. In this section, we compare these two channelssiboer
feedback, and our analysis highlights opportunities amétditions
in detecting emerging network issues using LRT.
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Figure 3: Number of ticket callers or LRT senders across time

4.1 LRT: Opportunities and Limitations

Any time reporting. Customer care tickets require phone inter-
views between the customers and the agents and thus aredimit
by the availability of the customer agent resource. In caiispa,
the flexibility of LRT enables users to report problems at tmg.
This difference is reflected in the statistics of the ticketanes-
sages generated across the day that we now describe.

generated. As we show in Section 4.2, using LRT messages, we
can quickly detect network performance issues that happengl
times when few customer tickets are available.

A second observation from Fig. 3 is that customer ticketkpea
in the late morning, while LRT messages peak mostly in the lat
afternoon. This is most likely due to the lag between the tivhen
problems occur and when the user reports them. Indeed|atbtai
notes in customer tickets indicate that many customerstepab-
lems that happened a day before (or sometimes, even eafltas)
reporting lag causes the the highest customer care calneho
occur around the beginning of the day. In contrast, LRT ngssa
due to their low cost, are sent more promptly. The peak of LRT
messages in the afternoon coincides with daily periods affe
traffic load; as network load increases (and especially whén
scribers use demanding applications such as video strggntiire
overall performance may degrade, and this causes usersitb se
more LRT messages. We describe in Section 4.2 how LRT mes-
sages enables us to detect emerging network issues daalmewith
customer tickets.

Anywhere reporting. Generating a ticket typically involves a sub-
stantial overhead on the part of the customer, e.g., he rieedsit

on the phone until an agent is available to discuss his prokdad
then spend time diagnosing with the agent. This overhealsten
discourage users from reporting every problem that thepemnier;
instead, most customer tickets are reported when usersgeisy
encounter the problem. Thus from a location perspectivestmo
tickets concern a usergrimary usage locationgi.e. where he
stays most of the time), such as home or work place [6]. Inresht
sending an LRT message involves little overhead beyonaimga
button. Because of thiERT messages encourage reporting prob-
lems that occur anywhere the customer gamsd we now show
that this does indeed make a difference in terms of locatidrere
customers provide feedback.

Recall that we use GTP-C messages to obtain the trajectary of
user’s physical path. We can estimate gignary usage location
for the user at the RNC level. Similarly, we define firenary LRT
locationas the RNC that a user is mapped to when most of the LRT
messages are sehtComparing these two metrics lets us see which
network locations a user complains about most in LRT message

Fig. 4 shows the percentage of LRT users whose primary us-
age location differs from their primary LRT location, as adtion
of the LRT users who sent at least_RT messages in September
2010. We present this analysis for both data-related LRTsagss
and all LRT messages separately in Fig. 4. We observe thidteun
customer tickets, in most of the cases (more than 72% forRill L
messages and more than 60% for data related LRT messagés), LR
users complain about places different from their primaggeslo-
cations. One explanation for this behavior may be that coste
prefer using customer tickets to report problems at theimary
usage locations, in order to ensure that they can interahtanive
customer agent and hence the problems can be resolved d@pprop
ately. In comparison, at the other locations (e.g., plabatthey

ass through), customers tend to report problems via LRICesi

Fig. 3 displays the number of users who send LRT messages andhese problems are less disruptive to users’ normal aietivitin

customer tickets over a two-week time period (For proprietaa-
sons, we normalize the actual numbers of tickets or mesdages
their respective means.). For ease of visualization, wevdiam
graphs; the top graph plots a single point for each day, white
bottom graph plots one point per hour. Clearly, there is angfr
time-of-day effect and day-of-week effect in both channkidoth
graphs, LRT messages exhibit a lower variability acros®ties-
pecially during nights and weekends, when there are linites
tomer agent resources and so much fewer customer ticketisecan

Fig. 5, we show the number of users observed (averaged on an
hourly basis) at each RNC vs. the number of LRT messages re-
ceived complaining about that RNC during one week in August
2010. Note that many RNCs associated with more LRT com@aint
only have a small population (note both theaxis and they-axis

30ur designation of a user’s primary usage location can leetetl
if they use Wi-Fi for data usage. We shall address such measur
ment bias in our future work.
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are in log scale). This suggests that at locations with alsstesl the network — the network operators confirmed that in fa&,as-
ble user population, LRT can be a good complement to customer sociated MSC was not processing incoming or outgoing cadls,
tickets for detecting network issues. sulting in no or very degraded service to a very substantiedlver

Increased Reporting. We find thatthe low cost of LRT also en- of users in the city.

courages users to send more LRT messagies 6 shows the num-

ber of LRT messages from each LRT user (who have sent at least
one LRT message) compared to the number of customer tickets
from each mobile user (who have initiated at least one t)dkea
whole month. We observe that more LRT messages are observed
from LRT users than the number of customer tickets submlited

the mobile users. In particular, more than 20% of the LRT siser
send more than 5 LRT messages in a month, where only less than
3% of the users generate more than 5 customer tickets.

— Burst 1(2-6pm) |

— Burst 2(6-8am)

#. of LRT msgs

Time

— Burst 1(3-7pm)

#. of tickets

Limitations: Despite these advantages of LRT, LRT has a number
of limitations. First, in most cases, an LRT message previoe- ‘ ‘ TTime
ited information, as it only contains a label from one of tlve fore-
defined problem categories. In comparison, customer gagi-
cally record detailed descriptions of the problems thatuser has
encountered. Second, the uni-directional nature of LRDrtéry Interestingly, the second burst on the LRT time-series has n
(i.e., lack of interaction between users and the serviceige) is counterpart burst of customer tickets. Such a LRT burst le@sb
likely add some noise to customer feedback. For exampleem Us confirmed to be associated with a network outage that hapipane
may report & connectivity problem with an LRT message, that i g particular RNC. Investigation shows that this LRT burgtpened
fact is due to a software issue or a problem with the mobile de- petween 6am-8am, and it is possible that during this timeger

Figure 7: Correlation of LRT bursts with ticket bursts.

agent, as the agent steps through standard trouble-sgostien  |ems (perhaps if they are busy commuting). Another reasgnbrea

generating customer tickets. o _ the limited customer care resources that handle compliirarly
Because of the limited information and added noise in LRT, di  mornings. LRT, on the other hand, has no such constraints, an

agnosing each individual LRT message may be difficult. brte hence can detect such network problems missed by usingneesto

better way to use LRT messages may be to pinpoint emerging net tickets alone.

work issues, by analyzing the temporal and spatial cofc#latin Further, LRT messages also report the node-B to which the use

them — intuitively, when a network problem occurs at a pafic s currently connected, and this can help easily isolatelproatic

location, we expect a corresponding burst in LRT messag#gt  components in the cellular network. For instance, the filRT L
location. A similar approach has been used in detectingomtw st in Fig. 7 can be isolated to a failed node-B, since mbtteo

problems using customer tickets [5, 8] with promising resuln LRT messages are associated with one particular node-Bwiise,
the following, using this method, we compare the detect&®ults e can attribute the second burst to an RNC failure. In cehtra
using customer tickets and using LRT messages. customer tickets do not contain this information, and irifey this

. . information with GTP-C messages may not be sufficiently eateu
4.2 Detecting Network Problems using LRT ;| ode-Bs and cell towers (see [7]).
Messages Despite many advantages of LRT messages over customer tick-

In our study, we focus on one large city in the US. Fig. 7 com- ets in detecting emerging network issues, LRT-based detettay
pares the time-series of the number of LRT senders (top pfot) not be applicable at network locations where the LRT useufasp
the number of ticket callers (bottom plot) per hour for a fownth tion is small. Although LRT has received millions of downiisa
time period. We observe two bursts in the LRT time-seriese Th the LRT users still only account for a very small percentage of
first one appeared at 2pm-6pm on the 75th day of observation. the mobile users in the netwoand hence at many locations there
The ticket time-series shows a burst at 3pm-7pm on the sage da are not enough LRT users to generate statistically sigmifioarsts
“No coverage” is the dominant complaint associated witlhdRT when problems occur. Moreover, LRT users are self-selectbe
bursts. We also validated that this incident reflected alprobin user needs to actively choose to download and use LRT. This na
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Figure 8: Comparing LRT users to Non-LRT users

urally leads to questions abowhether LRT users are good repre-
sentatives of the whole user populatid»o the problems reported
by LRT users indeed affect other usei answer these questions,
we compare from various aspects between LRT users and ndn-LR
users in the next Section.

5. ANALYSIS OF LRT USERS

We now compare the network usage patterns of LRT users with
other mobile users, in order to analyze whether they arerasep-
tative sample of the entire set of users. For this analysisselect
two popular smartphone devices which support LRT.lZatenote

likely to seek additional tools (e.g., LRT) for reportingoptems
when the customer ticket channel is unreachable or incoemeto
use.

Application preference. In addition to differences in network us-
age, LRT and non-LRT users also favor different applicatforwe
show the ratioP (app|up)/P(app|ux.) in Fig. 9, whereu, € U,
andu, € U,. The dotted horizontal line represents= 1 °. A
higher value of the ratio (greater than 1) indicates a higihance
that a LRT user will participate in that particular class @iph-
cations. We see that LRT users use more kinds of applications
especially smartphongpp applications, than non-LRT users. This

the mobile customers who use one of the above two smartphoneMakes them more likely to be aware of the LRT application and

devices exclusively during the whole calendar year of olztem.

We denotel/,, € U as the set of users who have sent at least one
LRT message, which we refer to as the LRT user group; the fest o
the users (denoted &§, := U — U,) comprise the non-LRT user
group®. We find that/, only accounts for a small percentage of
U.

Data/Voice/SMS Usage We first compare how these two groups
of users access mobile services over a one-week time perid-i
gust 2010, including their voice usage (the number of caliderin
Fig. 8[a] and the total call minutes in Fig. 8[b]), data seev{the
total bytes — both uploading and downloading — in Fig. 8[cjil a

SMS usage (the number of SMS messages sent in Fig. 8[d]). We

note that, in each plot, the-axis is in log scale, therefore the dif-
ference between two CCDF curves is much larger than it apfiear
be. We also include inside the parentheses the differenvecha
the median values of the two CCDF curves.

We observe thatRT users typically use the network services
much more intensively than non-LRT usérhis intensive usage of
many different network services over a long period of timeketa
them more likely to experience network performance prolsievile
also observe thdtRT users use the network in more locations
particular, we find that the activities of LRT users span 2ilsn
(difference between the medians) more than that of non-L$€Fsu
during a week-long observation period. This also makes timemne
likely to experience a performance degradation.

We can also use customer tickets as another measure of whethe

LRT users indeed experience more problems. We compared cus
tomer (technical) ticket rates of LRT users and non-LRT sif@m
August to October 2010, and we found that LRT users congigten
report more tickets over time (persistently around 30% &ighan
non-LRT users). This also suggests their increased expama
higher sensitivity to different network problems, all of igh leads
them to generate more customer tickets. These LRT userdsare a

40f course, only considering these two smartphone devides-in
duces bias to our analysis. However, due to their predorocman
the network, we believe such bias is negligible.

try it out. We note also LRT users are also much more likely to
use voice-over-1P and streaming, which are sensitive tiatrans
in network performance.

P(apn|u,)/P(apn|uy)

Figure 9: Application preference.

We further break down web traffic according to the contentigers.
Table 2 displays the top 100 content providers ranked byatie r
P(apn|up)/P(apn|us,) (the ratios associated with these 100 con-
tent providers are all above 1). Even though the differerstevben
these two groups of users in terms of web usage is not as sigmifi
they access very different sets of content providers. éstangly,
LRT users visit a lot of e-commerce, popular media, socigl ne
working and blog sites. Extensive activity on these sitdsagiain
make them more sensitive to network performance changes.

In summary, LRT users are a self-selected group that are quit
“different from most users in a number of dimensions — how in-
tensive their network usage is, how many network locatidrey t
access, how diverse their applications are, how demantmget
quirements of their applications are. Thus, LRT users an¢-a |
tle like canaries in a coal mine, since they are very sermstiiv

SWe match level 4 and level 7 headers in packets with predefined
manual rules, we classify traffic into 12 application class&he
details are in [9].

Sappl and app2 are the most dominant smartphone apps in the
network.



Table 2: Popular content providers for the LRT users

Category Count | Examples

E-commerce 17 ebay, amazon, groupon, slickdeals, etc.
Ads 17 adbrite, tapjoyads, admarvel, adsonar, etg.
Media 16 tv.com, shazamid, transpera, turner.com
Tool 14 bit.ly, sitemeter, flurry, recaptcha, etc.
News 10 localwireless, cnn.com, nytimes, go.com
Social Network | 7 digg, linkedin, twitter, plusplus, etc.

Blogs 6 wordpress, sharethis, blogspot, blogger, gtc.
Weather 4 accuweather, weather.com, etc.

Photo 4 Picasa, flickr, imageshack.us, gravatar
Other 5 secureserver.net, gmail, etc.

the problems and potentially exposed to more of them thaicayp

sense emerging network problems. Our future work will foons
conducting detailed analysis of different problems repdfrom
various channels, designing more advanced apps that aeg@bl
collect real-time performance metrics while a problem fsorted.
All these will lead to the development of a model for automati
detection and isolation of network problems by combingedht
customer report channels.
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help alert us the emerging network issues much earlier befarst
users notice a performance degradation. On the other harud s
LRT users use applications (e.g., VoIP, streaming) thataweh
more sensitive to performance variations, the issues titduy
LRT users may not necessarily affect other mobile usersefam-
ple, an abnormally high latency may affect an LRT user waighi
video but s tolerable to a mobile user only sending e-méiladdi-
tion, as we have seen in Section 4, LRT users report manygmabl
happening at the network locations with a small number ofause
Troubleshooting based on LRT messages alone may therefbre n
be cost-effective from a service provider's perspectivae @ay to
address this may be to prioritize those problems detected ERT
messages according to the potential number of customersted
by each problem, i.e., the stable customers at that locatian-
thermore, expanding the LRT population (e.g., through eihes
ments on popular content providers, or pre-installing LRiTuser
devices) can help create a more representative sample aed-po
tially detect more network problems. We leave these as durdu
work.

6. RELATED WORK

There is a rich literature in detecting and troubleshootied-
work problems in large networks. A majority of work focus on
detecting, locating or trouble-shooting wired/wireleBsdata net-
work problems using passive or active network measuremesat d
e.g., via expert rule-based inference [10] or machineriegrtech-
niques [11,12], or via inference of dependency among néteier
ments, entities and events [13,14], or correlating burstsistomer
tickets with other network events [5]. Our work differs irathwe
focus on studying a new channel of large-scale customebéesd
to cellular service providers. We demonstrate unique cteris-
tics that distinguish this new channel to traditional custo care
tickets. Our work sheds light on how to make sense of this new
channel and how to apply it for detecting emerging netwol&tesl
issues.

7. CONCLUSION AND FUTURE WORK

In this paper, we presented comprehensive analyses of d-smar
phone application LRT, a new channel for collecting largals
customer feedback. We showed that LRT is a valuable lighdfte
channel that enables customers to report problems witleoopd-
ral/spatial constraints. In addition, we found that LRTrss@ccess
network services more intensively, making them good caatdi&lto

"We can see LRT users as precursors of how users will be in a

couple of years. Therefore, understanding their issuescamhelp
improve the network for a near future when most users will use
more sensitive apps.
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