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Abstract—In this paper, we present the challenges in supporting multimedia, in particular, VoIP services, over multi-hop wireless 

networks using commercial IEEE 802.11 MAC DCF hardware, and propose a novel software solution, called Layer 2.5 SoftMAC. 

Our proposed SoftMAC resides between the IEEE 802.11 MAC layer and IP layer to coordinate the real-time (RT) multimedia and 

best-effort (BE) data packet transmission among neighboring nodes in a multi-hop wireless network. To effectively ensure 

acceptable VoIP services, channel busy time and collision rate need to be well controlled below appropriate levels. Targeted at this, 

our SoftMAC architecture employs three key mechanisms: 1) distributed admission control for regulating the load of RT traffic, 2) 

rate control for minimizing the impact of BT traffic on RT one, and 3) non-preemptive priority queueing for providing high priority 

service to VoIP traffic. To evaluate the efficacy of these mechanisms, extensive simulations are conducted using the network 

simulator NS2. We also implement our proposed SoftMAC as a Windows Network Driver Interface Specification (NDIS) driver, and 

build a multi-hop wireless network testbed with 32 wireless nodes equipped with IEEE 802.11 a/b/g combo cards. Our evaluation 

and testing results demonstrate the effectiveness of our proposed software solution. Our proposed collaborative SoftMAC 

framework can also provide good support for A/V streaming in home networks where the network is consisted of hybrid WLAN 

(wireless LAN) and Ethernet. 

Index Terms—Wireless Networks, Media Access Control (MAC), Layer 2.5, Multimedia  
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1 INTRODUCTION

ue to the low costs, ease of deployment, increased 
coverage, and enhanced capacity (e.g., via spatial re-
use), multi-hop wireless networks such as mesh net-

works that utilize inexpensive and readily available IEEE 
802.11 wireless interfaces are touted as the new frontier of 
wireless networking. In addition to traditional best-effort 
(BE) data services, multi-hop wireless networks have the 
potential to deliver exciting new real-time (RT) services 
such as Voice over IP (VoIP) [1], streaming music or video, 
providing a competitive alternative to cellular networks, in 
particular, in areas where the latter are not available. How-
ever, there are several challenges in effectively realizing RT 
services over multi-hop wireless networks. 

First of all, unlike cellular networks where bandwidth 
for a voice flow is reserved (e.g., via CDMA), in an 802.11-
based wireless network, all nodes share and compete for 
the same media. Hence transmissions from neighboring 
nodes may interfere with each other, causing collision. IEEE 
802.11 (in DCF–distributed coordination function—mode) 
employs CSMA/CA based media access control (MAC) to 
reduce collisions. It works well in wireless LAN (WLAN), 

but poorly in multi-hop wireless network [9], where colli-
sions happen due to the transmitters are out the carrier 
sense range of each others. Meanwhile, although VoIP pay-
loads themselves consume relatively small amount of air 
time, the overhead introduced by 802.11 DCF MAC/PHY 
header/preamble, MAC ACK, and collision avoidance can 
be fairly significant, consuming valuable wireless resource. 
This problem is further compounded in a multi-hop wire-
less network where packets are relayed across multiple 
hops, at each of which they may experience interference or 
collision, resulting in enlarged air time cost on wireless link. 
Without carefully controlling traffic volume to reduce colli-
sion, a multi-hop wireless network with DCF support can 
be easily overwhelmed. 

Furthermore, since real-time services are likely to co-
exist with data services over a multi-hop wireless network, 
using 802.11 DCF MAC delay-sensitive RT traffic such as 
VoIP packets must compete with delay-insensitive BE data 
traffic. Although QoS-enhanced 802.11e MAC mechanism, 
eDCF, has been developed for WLAN, which works by ap-
propriately adjusting Contention Window (CW) and Inter-
Frame Spacing (IFS), it does not provide adequate service 
differentiation for support of RT traffic in multi-hop wire-
less networks, because of the hidden terminal and other 
interference problems. Thus, collaboration with neighbor-
ing nodes to regulate the prioritized traffic volume is neces-
sary to provide service differentiation to VoIP, e.g., reduce 
contention of VoIP by cutting down interfering BE traffic in 
a distributed way. 
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To support delay-sensitive RT services—in particular, 
VoIP, the focus of our study—over 802.11-based multi-hop 
wireless networks, it requires accurate contention and inter-
fering traffic information, which is unlikely being obtained 
from implicit overhearing or adaptively try and error. Thus, 
in this paper we argue that it is necessary to explicitly coor-
dinate with neighboring nodes to regulate and control 
transmission of VoIP and BE data packets for reducing col-
lision and meeting QoS requirements. The challenging 
problem is to implement the necessary coordination in a distrib-
uted manner using the ‘‘off-the-shelf” standard 802.11 MAC 
interfaces, namely, without requiring modification of existing 
hardware. 

To address this problem, we propose a novel  unified 
software framework for distributed coordination, called 
Layer 2.5 SoftMAC, which resides between the standard 
802.11 MAC layer (Layer 2) and IP layer (Layer 3), to coor-
dinate with neighboring nodes for regulating and control-
ling the amount of traffic (both RT and BE) delivered to 
802.11 DCF MAC interfaces. The proposed Layer 2.5 Soft-
MAC consists of three main components: i) a distributed 
admission control (AC) module ii) a rate control (RC) mod-
ule and iii) a priority queueing module. The AC module 
regulates the amount of VoIP traffic that is “admissible” in a 
“neighborhood” by exchanging traffic load information 
among neighboring nodes and by measuring channel con-
ditions such as collision rate; it also “reserves” bandwidth 
for a VoIP flow along its path by piggybacking bandwidth 
reservation information in route queries and replies used in 
on-demand routing protocols such as DSR [34]. The RC 
module controls transmission of BE traffic so that the colli-
sion probability and impact to RT traffic on other nodes is 
under control. In priority queueing module, non-
preemptive priority is always provided to VoIP traffic at 
each node. A key feature of our Layer 2.5 SoftMAC is that it 
achieves distributed coordination without requiring either 
tight clock synchronization or fine-grained transmission 
scheduling among neighboring nodes, both of which are 
difficult to implement in multi-hop wireless networks. Con-
sidering the variable air time cost for a payload on wireless 
link due to time varying collision and transmission error 
probability as well as link capacity, our distributed AC and 
RC algorithms employ the novel notion of ‘‘fraction of air 
time” to regulate the admissible traffic loads among 
neighboring nodes and control the transmission of real-time 
and BE packets. We implement our Layer 2.5 SoftMAC as a 
NDIS driver in Windows OS platforms. The software based 
design can be ported to other OS systems and is capable of 
handling new hardware interfaces and MAC mechanisms 
(e.g., 802.11e) with only software upgrade. As a coordina-
tive layer 2.5 framework, our proposed SoftMAC also pro-
vides multimedia support in other types of network, e.g., 
we demonstrate its capability to provide A/V streaming 
support in hybrid home network, where the high band-
width requirement of A/V challenges the QoS capabilities 
on both legacy DCF WLAN and Ethernet. 

The rest of this paper is organized as following. Section 2 
briefly describes the problems in support of VoIP over 
multi-hop wireless networks. We present our Layer 2.5 
SoftMAC architecture in Section 3. The novel notion frac-

tion of air time is illustrated in Section 4, and the detailed 
schemes/algorithms are described in Section 5. We discuss 
the system design and implementation of the SoftMAC ar-
chitecture in Section 6, and present simulation evaluation 
and experimental testing results in Section 7. We discuss the 
usage of SoftMAC in hybrid home network in Section 8. 
The related work is discussed in Section 9, and finally, Sec-
tion 10 concludes the paper. 

2 CHALLENGES IN VOIP SERVICES SUPPORT 

In this section we use an example to illustrate the chal-
lenges in providing RT services in multi-hop wireless net-
works, in particular, the need for explicit coordination 
among neighboring nodes to control the network load and 
regulate RT and BE traffic. 

As mentioned earlier, interference/collision is a major is-
sue that affects the performance of wireless networks. Colli-
sion introduces larger air time cost and delay in packet 
transmission due to the exponential back-off mechanism 
used in 802.11 DCF. Meanwhile, the time varying transmis-
sion error probability on wireless link and auto rate selec-
tion makes the link capacity change dynamically. To quan-
tify the time varying cost, we introduce the notion of air 
time, i.e., the time cost introduced at physical medium to 
deliver packet from a source node to a destination node. In 
addition to the actual packet transmission time, it also in-
cludes the “overhead” time for carrier sensing, back-off, 
MAC ACK, retransmission, etc. Clearly, because of the 
CSMA/CA and back-off mechanisms used in 802.11 DCF, 
the air time of a packet delivered over a wireless channel is 
determined by how busy the channel is as well as the num-
ber of collisions it experiences. Due to real-time nature of 
VoIP packets, their end-to-end delay must be bounded. The 
delay consists of two parts: queueing/buffering and 
(re)transmission. Both require control of the network load 
to reduce the channel “busy time” and the collision rate. To 
illustrate, we use simulation data from a simple example 
conducted using the NS-2 simulator [33]. 
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Fig. 1. Example for admission control and service differentiation 

Fig.1 shows a simple five-node wireless network, where 
each node is equipped with an 802.11b NIC and the channel 
rate is 11Mbps. For simplicity, we assume that the commu-
nication range is equal to the interference range. We use f(i,j) 
to denote the flow from node Ni to node Nj, and use l(i,j) to 
denote the link from node Ni to node Nj. We consider the 
following two scenarios. 

In the first scenario, flow f(3,4) is an existing RT flow in the 
network, which sends out packets of 1000 bytes every 4ms, 
i.e., at a rate of 250packet/s. Its average end-to-end delay is 
about 1.3ms. Now another RT flow f(0,2) (with the same flow 
statistics as f(3,4))  arrives, attempting to access the network. 
Without any explicit load control, by examining the resid-
ual air time left by flow f(3,4) we find that adding this new 
flow into the network causes it to experience an average 
end-to-end loss rate of 43.8% and an average end-to-end 
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delay of 356ms, resulting very poor performance. On the 
other hand, f(3,4) is affected only slightly, with an average 
end-to-end delay of 1.4ms and negligible (0.0%) loss rate. 
The poor performance suffered by f(0,2) is due to two major 
factors: i) links l(0,1) and l(1,2) directly conflict with each other; 
and more importantly ii) node N3 is a “hidden terminal” 
(outside the sensing range of N1) that interferes the packet 
reception at N2, causing packet collision that leads to back-
off and retransmission at N1. As a result, the frame loss 
probability over the link l(1,2) is 51.7%.  

In the second scenario, we assume that a RT flow f(0,2) 
comes first, periodically sending packets of 50bytes at a rate 
of 100 packet/s. The observed average end-to-end delay is 
1.6ms and zero packet loss. Then a greedy BE flow f(3,4) ar-
rives, sending many packets of 1500bytes, the maximal 
packet size. We observe that the packet loss ratio and 
packet airtime of RT f(0,2) is determined by the transmission 
rate of flow BE f(3,4). If it transmits at 250packet/s, then the 
end-to-end loss ratio of flow f(0,2) is 0% and the average end-
to-end delay is 18ms. However, if flow f(3,4) transmits at 
330packet/s, then the average end-to-end loss ratio and 
delay of flow f(0,2) become 38.2% and 547ms. It demonstrates 
the effectiveness of rate control for BE traffic to the per-
formance of RT traffic. The degraded performance is be-
cause the packet transmission at N3 (the hidden terminal) 
interferes with packet reception at N2.  

Moreover, we have done experiments on our testbed to 
verify the feasibility of VoIP over multi-hop wireless net-
works. We observe that when the number of hops for VoIP 
flows is around 4 to 6, which is typical in a mesh network, 
around 8 simultaneously VoIP flows can be supported. The 
major issues we have found are the large delay and high 
packet losses caused by collision/ interference and buffer 
overflow (due to long channel busy time and collision back-
off). 

Our simulation/experimental results demonstrate that 
while it is feasible to support VoIP services over multi-hop 
wireless networks, it is imperative that the network load be 
appropriately controlled – we must keep the channel busy 
time and collision rate below certain thresholds to reduce 
the delay and packet loss rate, and thus ensure acceptable 
VoIP quality. In controlling the network load, we need to 
consider both RT and BE traffic and their interaction as well 
as their impact on the quality of existing VoIP flows. 

3 SOFTMAC ARCHITECTURE 

The target of Layer 2.5 SoftMAC is to support VoIP service 
over multi-hop wireless networks utilizing off-the-shelf 
commercial 802.11 a/b/g NICs and standard MAC DCF. 
Layer 2.5 SoftMAC lies between 802.11 MAC layer and IP 
layer: it leverages the (limited) coordination in 802.11 MAC 
DCF, and extends/enhances it via software mechanisms for 
support of VoIP service. The key idea behind our SoftMAC 
is to employ “coarse-grained” control mechanisms (e.g., 
distributed admission control and rate regulation) to coor-
dinate and regulate network load and packet transmission 
of both RT and BE traffic among neighboring nodes in a 
distributed manner. The objective is to keep the channel 
busy time and collision rate below appropriate levels, and 

thus ensure acceptable VoIP quality.  
Fig.2 provides a schematic depiction of our proposed 

Layer 2.5 SoftMAC architecture, which is divided into two 
planes: control plane and data plane. There are four mod-
ules in the control plane and work as follows. Each node 
will exchange its RT and BE traffic information explicitly to 
its neighbors by broadcasting, and measure the current link 
status such as capacity and packet loss ratio. With all the 
information, we can estimate the consumed and available 
bandwidth for admission control, and the rate of BE traffic 
will be controlled by a rate control mechanism at each node. 
Based on the decisions of control plane modules, priority 
queueing and traffic shaping are used in the data plane to 
regulate the rate of packet transmission. The key compo-
nents of SoftMAC are thus admission control (AC) and rate 
control (RC) in the control plane, and the priority queueing 
mechanism in the data plane. 

Layer 3: Routing for multi-hop wireless network

Layer 2: Traditional IEEE 802.11 MAC

Layer 2.5:

SoftMAC
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Fig. 2. SoftMAC architecture and components for VoIP 

The distributed AC module decides whether the avail-
able resource is sufficient to support new connections. 
Unlike in a wired network where the utilization of a given 
link is determined by the bandwidth consumption of exist-
ing flows traversing the link, in a multi-hop wireless net-
work determining the “link utilization” is no longer as triv-
ial. To address this problem, we introduce the novel notion 
of fraction of air time to represent the utilization of a physical 
channel. It maps the bandwidth requirement at the applica-
tion layer to the actual air time required at a wireless link, 
taking header overheads, time varying link capacity and 
packet collision/loss ratio into account. As a result, more 
accurate available bandwidth estimation is obtained. 

The rate control module regulates the rate of BE packets 
to reduce their impact on existing VoIP flows. More specifi-
cally, a portion of the residual air time left by the RT traffic 
is allocated to BE traffic in a distributed fashion. The actual 
air time cost at each link will vary with the currently meas-
ured link capacity and packet loss ratio, so the traffic shaper 
at SoftMAC needs to adjust the BE transmission rate ac-
cordingly. 

In the priority queueing module, non-preemptive prior-
ity is always provided to VoIP traffic at each node, so BE 
packets can only be passed to the MAC layer when there is 
no VoIP packet waiting to be served. To achieve this goal, 
we move data buffering from the 802.11 MAC layer to layer 
2.5 SoftMAC in order to regulate packet transmission.  

Note that the control mechanisms employed by Soft-
MAC are fairly coarse-grained. In particular, it does not 
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perform distributed per-packet transmission scheduling 
among neighboring nodes. Such fine-grained distributed 
per-packet scheduling requires tight clock synchronization 
among neighboring nodes, which can be hard to achieve. 
Instead our distributed control mechanisms only control 
when and how many RT/BE packets are passed to the 
MAC layer of a node; neighboring nodes still compete for 
the wireless channel using CSMA/CA to decide when indi-
vidual packets are transmitted. Our coarse-grained Soft-
MAC provides compatibility and extensibility with future 
more powerful wireless MAC and PHY mechanisms. For 
example, if IEEE 802.11e is available, our SoftMAC can eas-
ily take advantage of its ability to differentiate and regulate 
transmission of packets of different priorities among 
neighboring nodes in the carrier sensing range, thus simpli-
fying our priority queueing and traffic shaping functions. 
In general, our SoftMAC can be readily upgraded to incor-
porate enhanced control functions and accommodate new 
hardware technologies. 

4 FRACTION OF AIR TIME (FAT) 

The admission control and rate control in SoftMAC requires 
quantified metric to denote consumed/allocated and resid-
ual resource. In this section, we first explain the difference 
of transmission time cost for a packet on a wireless link and 
that on a wired link. Then based on such understanding, 
we introduce the notion fraction of air time as the metric to 
quantify the resource – air time on wireless link. The con-
sumed and the residual resource are estimated taking the 
time varying wireless link status and conten-
tion/interference into consideration. 

First, unlike wired networks, where the concept of ca-
pacity over a (wired) link is constant and well-defined, the 
notion of “capacity” of a wireless link is a time varying 
value due to auto-rate feature supported by adaptive 
modulation selection [24, 25]. As a result, the time needed 
for transmitting a frame of the same size by a node to the 
same neighbor at different time instances, or to different 
neighbors, will be different, depending on the channel con-
ditions. Second, the ambient interference and contention-
based shared media access control leads to collision, which 
increases the air time cost on a wireless link and reduces its 
effective capacity. This is different from (wired) Ethernet 
where collision detection (CD) can significantly reduce the 
collision overhead; and more importantly once a frame is 
transmitted collision-free, its transmission time is deter-
mined solely by its frame size and the link capacity. There-
fore, to estimate the air time consumed/required to trans-
mit a packet over a wireless link, we must take into account 
the time varying channel conditions (e.g., capacity as re-
flected by frame loss rate) of the link as well as  the traffic 
load at interfering links. 

We introduce the novel concept of fraction of air time 
(FAT) – in two related forms, consumed and residual FAT – to 
represent the normalized utilization or available capacity 
resource of a wireless link in multi-hop wireless network. 
Based on the notion of (packet) air time (cost) introduced 
earlier – the time required to successfully transmit a packet 
over a wireless link that includes the actual packet trans-

mission cost as well as the MAC ACK time cost, retransmis-
sions cost, etc. – the (consumed/residual) fraction of air time is 
defined as the ratio of the total air time consumed/available in 
a given time interval to the length of the interval. By design, 
FAT denotes a time averaged value that represents the con-
sumed/residual resource in such time interval. The length 
of the time interval should be sufficiently large relative to 
the air time cost of one packet (of maximal size). In this pa-
per we choose time intervals of 1 second.  

We first illustrate the concept of the consumed FAT. Con-
sider a VoIP flow from node i to node j over link l(i,j). For 
simplicity, we assume that the VoIP flow is constant bit rate 
with fixed packet size, PL, and packet inter-arrival time, tint. 
The consumed FAT (of the VoIP flow) at link l(i,j) is simply, 

int),,(),,( / ttr PLjiRTji =              (1) 

where PLjit ),,(  denotes the averaged air time cost for a 

packet with size PL at link l(i,j) during time interval tint. We 

now discuss how to estimate PLjit ),,( . Assume that the cur-

rent packet loss probability of link l(i,j) is stable and denoted 

as p(i,j.). We can estimate the air time cost of transmitting a 

packet of size PL over link l(i,j)  with a packet loss rate p(i,j) as 

follows: 
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where m is the maximal number of (re)transmissions, Ts, 
and Tc are the air time cost of a successful and failed trans-
mission of a frame of payload size PL, respectively. The 
value of m defined in 802.11 is 4 for the basic access 
method, and 7 for the RTC/CTS access method. Estimation 
of Ts and Tc requires knowledge of physical link parameters, 
e.g., the overhead introduced by the backoff, the frame 
header size, and the link rate C(i,j) of link l(i,j). For example, 
the air time cost Ts for the basic access method is given by 
[27, 28, 29], 

SIFSjiACKheadersbackoffS tCPLtttT ++++= ),(/          (3) 

In summary, we see that the notion of consumed FAT not 
only takes into account the actual flow rate and protocol 
overheads (headers, ACK, etc), but also the time varying 
access overheads (collision, frame loss rate on link) and the 
link capacity. We will discuss in detail how to obtain aver-
aged frame loss rate and capacity for link by measurement 
in Section 6. 

We now illustrate how to estimate the residual FAT 
(rFAT) of a wireless link, which intuitively measures the 
available FAT of a wireless link that is not “used” by existing 
interfering RT traffic and thus can be used by new RT flows. 
Consider a wireless link l(i,j) and let r(i,j),RT be its consumed 
FAT. On the first thought, one would think that the residual 
FAT is simply 1–r(i,j),RT, as it would be in a wired link. This is 
in fact not correct, as in a multi-hop wireless network, how 
much capacity is available on l(i,j) for admitting new flows is 
not only determined by the existing flow(s) on link l(i,j), but 
also by the existing flows on other links/nodes that may be 
in conflict (i.e., interfere) with transmission on link l(i,j), i.e., 
interfering traffic at neighboring links/nodes. Different from the 
case in synchronized network where two traffic with only 
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their receivers in the interference range of each other aren’t 
in conflict, in asynchronous 802.11 networks, the required 
reverse ACK enlarges the interference range of a link and 
makes the above case in conflict. Hence to estimate the re-
sidual FAT of l(i,j), we need to estimate the total load at the 
neighbors of node i or node j that may potentially be in con-
flict with l(i,j). For this purpose, we introduce two auxiliary 
notions: for node k, we define the nominal residual FAT of 
node k, nrFATk,RT as follows:  









−= ∑
∈∈ )(  )(

),,(, 1,0max
kNnorkNm

RTnmRTk rnrFAT          (4) 

where N(k) denotes the set of neighbors of node k, which 
includes nodes that are in the communication range of node 
k. Since 802.11 DCF requires reverse MAC ACK to confirm 
successful unicast data transmission, the neighborhood re-
lationship is thus symmetric. Eq.(4) actually overestimates 
the impact of neighboring traffic since the aggregation of 
neighboring traffic may transmit simultaneously. Note the 
estimation in (4) can be further refined by taking the traffic 
at the nodes in the interference range of node k, i.e., super-
set of its neighbor, into account. 

Intuitively, nrFATk,RT represents the (fraction of) poten-
tially available capacity that are not used by the existing 
interfering (RT) flows at the neighbors of node k and thus is 
potentially available for node k for admitting new (RT) 
flows. However, to determine whether a new (RT) flow can 
be accommodated at one node, we must also take into ac-
count the impact of air time consumption at this node on its 
neighboring nodes, as its transmission interferes and re-
duces the residual FAT on its entire neighbors. Hence, in 
order to avoid admitting too much new load at node k that 
may adversely impact its neighbors, we define the residual 
FAT of node k, rFATk,RT, to be the minimum among node k 
and its neighbors: 

)(),,min( ,,, kNhmrFATmrFATrFAT RThRTkRTk ∈∀=          (5) 

Given the above two notions, we can now define the re-
sidual FAT of link l(i,j) to be 

},min{ ,,),,( RTjRTiRTji rFATrFATrFAT =           (6) 

which provides an approximate estimate (upper bound) 
of “available” FAT on link l(i,j) for admitting a new flow 
while without adversely affecting existing flows at nodes i, 
j and their neighbors. It may overestimate the FAT because 
the residual FAT of the two nodes may not be overlapped 
with each other, i.e., when one node of the link is free, the 
other node may not; while a transmission on a link requires 
both nodes are free. 

In the following we use the example in Fig.3 to illustrate 
how to estimate the rFAT for link l(1,2). Fig. 3 represents a 
matrix consisting of 12 nodes, and the consumed FAT at 
each link(r(i,j),RT) is shown in the figure. For ease of exposi-
tion, we assume that the interference range is the same as 
the transmission range.  
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Fig.3 Example for available bandwidth (FAT) estimation 

The first step is to estimate the nrFAT for node 1 and 
node 2. Transmission on neighbor nodes may conflict with 
the traffic on the current node. For example, when node 2 is 
receiving data from node 1, transmission by node 6, e.g., an 
ACK to confirm the received data frame from node 10, re-
sults in collision at node 2. Using (4) to exclude all the inter-
fering traffic, we have 

6.01 ),6,5(),5,4(),3,2(),1,0(,1 =−−−−= RTRTRTRTRT rrrrnrFAT  

and similarly we have nrFAT2,RT =0.6.  
The next step is to estimate rFAT for node 1 and node 2. 

To ensure the network is not overwhelmed, the nrFAT at 
each node should be kept as non negative. For example, we 
have nrFAT1,RT =0.6 and nrFAT5,RT =0.4, if node 1 really takes 
0.6, then node 5 is overwhelmed, so actually the residual 
FAT that node 1 can further use is, 

4.0              

),,,min( ,5,2,0,1,1

=

= RTRTRTRTRT mrFATmrFATmrFATmrFATrFAT  

Similarly, we have rFAT2,RT =0.2.  
Finally, considering that if node 1 just uses its rFAT at 

0.4, then the nrFAT for nodes that are node 1 and 2’s 
neighbor will reduce 0.4, which leads to the suffering of 
node 6 since its nrFAT is only 0.2. So the rFAT for link l(1,2) 
cannot be greater than the rFAT at both node1 and node 2, 
i.e.,  

.2.0),min( ,2,1),2,1( == RTRTRT rFATrFATrFAT  

From the above discussion and example, we see that the 
notion of residual fraction of air time (rFAT) of a wireless link 
provides us with an approximate estimate of the available 
resource at a wireless link that can be used to admit new RT 
flows. It not only takes into account the “reduced” capacity 
on the wireless link due to existing interfering RT traffic in 
its neighborhood, but also attempts to minimize potential 
impact of new flows on existing RT traffic in the neighbor-
hood. The estimation formula (6) for rFAT of a wireless link 
is rather a conservative one, as existing traffic may interfere 
with multiple neighboring nodes, and thus its impact may 
be counted in multiple neighboring nodes in (4). Although 
it may be possible to derive a more accurate estimate of 
rFAT, such estimation may require more accurate estima-
tion of traffic load at neighboring nodes or even nodes in 
interference range, and their relationship such as the over-
lapped time cost, incurring more communication and com-
putational overheads. In addition, it may not be amenable 
to distributed computation of rFAT. For the simplicity, we 
decide to use (6) as an approximate estimate for rFAT of a 
wireless link, as our goal of this paper is primarily to dem-
onstrate the feasibility of supporting VoIP using our pro-
posed SoftMAC architecture. We plan to study the problem 
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of more accurate estimation of rFAT in future work. Note 
also that in addition to RT traffic, other traffic in high prior-
ity, such as routing, SoftMAC signaling and capacity meas-
urement, can also be taken into account to make more accu-
rate estimation for rFAT.  

A major contribution of this paper is to introduce the 
concept of FAT to both admission control and rate control. 
For admission control, FAT represents the quantified re-
source under current link states. For rate control, FAT quan-
tifies the dynamic resource consumption in a wireless net-
work and is fit for distributed rate adjustment. For exam-
ple, FAT 0.2 for link between node 1 and 2 in Fig.3 can be 
used to guide the rate control on node 1 facing dynamic 
link status, such as link loss ratio and capacity. When link 
l(1,2) condition changes, the rate should be adjusted accord-
ingly to make it still occupies the same FAT value. In addi-
tion, in a distributed protocol for rate control, each node 
can individually adjust its rate to occupy the same FAT 
value w/o negotiating with other nodes. On the contrary, 
previous work for admission control an control use band-
width directly for wireless network, which means one link 
condition change requires all interfering link re-negotiate 
and re-calculate the new rate.  

In the next section, we will describe how to apply the no-
tion of residual FAT in 1) distributed admission control (AC) 
to decide whether there is sufficient resource to admit new 
RT flow, which in advance takes the FAT consumption into 
account; and in 2) rate control (RC) to ensure that BE traffic 
will only use residual capacity left by RT traffic.  

5 KEY MODULES IN SOFTMAC 

In this section we describe the control mechanisms and al-
gorithms used in our proposed SoftMAC architecture: 1) 
distributed AC for regulating the RT (specifically VoIP) traf-
fic load, 2) RC for minimizing the impact of BE traffic on RT 
traffic, and 3) priority queueing for VoIP and BE traffic.  

5.1 Admission Control for VoIP traffic 

To perform admission control to regulate the VoIP traffic 
load, each node needs to estimate the residual FAT, rFAT, of 
its incident wireless links (shared channels). Moreover, 
when a new VoIP flow request arrives at the node, the re-
quired (i.e., consumed) FAT for the flow on the outgoing 
link is estimated using the flow request information (e.g., 
flow rate, packet size) and the current channel status. Based 
on the estimate, the AC module checks whether the resid-
ual FAT is sufficient to support the coming flow. If the deci-
sion is affirmative, then the new reservation information 
will be broadcasted to make the reservation take effect. In 
our design, the reservation message is piggybacked with 
the routing discovery messages for fast pruning. The reser-
vation is kept in “soft state” and is removed after a timeout 
or by an explicit release message.  

5.1.1 Method for admission control 

For admission control, the key step is to determine whether 
the resource is sufficient to support the new VoIP flow, i.e., 
whether the residual FAT is larger than the consumed FAT. 
In order to perform AC correctly, when estimating the con-
sumed FAT of the new flow on a link, we should take into 

account not only the FAT consumption of the flow on that 
link, but also in advance the FAT consumption on the inter-
fering links along the path of the flow. We illustrate this 
point through the sample example in Figure 4. Suppose 
node 2 needs to check whether the available bandwidth is 
sufficient to support a new VoIP flow from the source node 
0 to the destination node 5. Its consumed FAT on link l(0,1), 
l(1,2) and l(3,4) will also reduce the residual FAT of node 2. 
This is because a VoIP flow consists of a stream of packets 
that must be transmitted continually along its path; in other 
words, packets of the same flow will compete for the re-
source simultaneously. Hence when node 2 estimates its 
total consumed FAT of the new flow on l(2,3), it should take 
into account the interference of packets transmission from 
the same flow on the three adjacent links, l(0,1), l(1,2) and l(3,4).  

 
Fig.4 Example for multi-hop bandwidth consumption 

Formally, let f denote the VoIP flow that we will apply 

AC, and fl ji ∈),(  denote that flow f will traverse on link l(i,j). 

Let CFAT(i,j),f denote the consumed FAT of flow f on link l(i,j), 

estimated using eqs. (1) and (2). Therefore, the total con-

sumed FAT in advance of flow f on link l(i,j), denoted by 

fjiTCFAT ),,( , is given by 

flflCFATTCFAT nmji

iNnoriNm

fnmfji ∈∈= ∑
∈∈

),(),(

)(  )(

),,(),,( , ,          (7) 

So node i checks whether RTjifji rFATTCFAT ),,(),,( ≤  is sat-
isfied, where the link rFAT is derived from (6). The details 
regarding the AC implementation, such as how to piggy-
back the reservation request in routing, are described in 
Section 6. 

5.1.2 Method to release unused resource (FAT) 

The reserved resource for a VoIP flow must be released un-
der either of the following two cases: 1) when AC fails at 
some node, the nodes that have already reserved the re-
source for the VoIP flow should release it; 2) when the VoIP 
flow terminates or when the route for the flow changes, the 
reserved resource along the original route should also be 
released. Clearly relying only on the explicit release signaling 
message, it cannot guarantee that the nodes with the re-
served resource will always release it correctly. We also em-
ploy a time-out based implicit resource release mechanism  
If a node observes that there is no packet arriving from a 
reserved VoIP flow after a Tres-TO value, it will remove the 
reservation and release the corresponding resource. Hence, 
the reservation is in soft state: it will be cleared after a time-
out.  

5.2 Rate Control for BE traffic 

The function of rate control is to allocate the residual FAT 
left by the existing RT traffic (as well as newly admitted RT 
one) to BE traffic in a distributed way. Each node distrib-
utes its residual FAT to links in its interference range ac-
cording to their BE weights – the selection of BE weight for 
each link will be discussed later. Each node announces the 
bandwidth per unit weight, and each link can only transmit 
BE traffic according to the minimal value received.  
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Formally, we assign a BE weight, denoted by w(i,j),BE, to 
each link, which satisfies 

∑
∈∈

≥

)(or  )(

),,(,

iNniNm

BEnmiRTi wnrFAT δ  

where iδ  denotes the normalized bandwidth per unit 
weight. Therefore, we have  

∑
∈∈

=

)(or  )(

),,(,max, /
iNniNm

BEnmRTii wnrFATδ           (8) 

Each node i will broadcast max,iδ to control the BE traffic 

to minimize interference with the RT traffic. The consumed 

FAT for BE traffic at link l(i,j) is then controlled by using the 

minimal received value max,iδ ,  

)(),(,),min( ),,(max,max,),,( jNliNkwr BEjilkBEji ∈∈∀×= δδ   (9) 

In other words, the capacity resource used for BE traffic 
will be limited by BEjir ),,( . However, each node still needs to 
estimate the actual sending rate for BE packet using formu-
las similar to eqs. (1) and (2), where the average BE packet 
size is used. Now we discuss how to choose the BE weight 
for each link. In this work, we only consider the long time 
scale BE traffic and assume all the BE flows are greedy, so 
we use the number of BE flows at each link as its BE 
weight. Another possible choice for BE weight is the aver-
aged queue length. We will study this and other choices for 
BE weight in our future work. 

5.3 Priority Queueing for Service Differentiation 

Priority queueing is used to provide VoIP traffic with high 
priority and BE traffic with low priority. The signaling traf-
fic for resource reservation, link status measurement and 
other information update as well as the routing traffic is 
given the highest priority. Hence we use a three-queue pri-
ority scheduling at each node for packet scheduling and 
buffer management. Note here we use priority scheduling 
for its simplicity in implementation. If needed, other 
scheduling algorithms can also be used. 

6 SYSTEM IMPLEMENTATION 

In this section we describe the implementation of SoftMAC, 

which is built as a NDIS driver on Windows OS. We have 

implemented the three key modules according to the archi-

tecture shown in Section 3. To provide priority queueing at 

SoftMAC, the buffer at layer two (MAC layer) is removed. 

We measure the link status, including the current link ca-

pacity C(i,j) and loss rate p(i,j)  to estimate the resid-

ual/consumed FAT of each link for admission control and 

rate control. In addition, we also incorporate our admission 

control functionality in the DSR routing protocol for fast 

pruning. Each node broadcasts its traffic information to 

neighbors for information exchange. We describe these pro-

cedures one by one below. 

6.1 Priority Queueing and Traffic Shaping 

We implement priority queueing with three types of 
queues supported. The TOS field in the IP header is used to 
indicate the service level of the flow a packet belongs to. 
The implementation uses a strict priority based scheduler 

as discussed in Section 5.3. We remove buffering at the 
MAC layer to obtain local per-packet level priority control, 
i.e, buffering is done only at SoftMAC. Hence the protocol 
driver will pass a packet down the MAC layer only if the 
previous packet is not in the pending status. In other 
words, packets will be passed down to the MAC layer one 
by one, and there are never multiple packets in the NIC’s 
buffer. Clearly this will introduce some inefficiency in the 
NIC’s performance in terms of its throughput. Fig.5 shows 
the test results of TCP/UDP throughput comparison of our 
buffering scheme and the original NIC buffering scheme 
over an IEEE 802.11a wireless link. From the figure, we see 
that the overhead is less than 14 percents. With this per-
formance penalty, our SoftMAC is able to control the priori-
ties of packet transmission. We also use a token bucket to 
control the BE traffic rate according to eq. (9) on each link. 
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Fig.5 Performance degradation introduced by SoftMAC 

6.2 Measurement of Frame Loss Probability (FLP) 

In our implementation, each node sends out broadcast 
packets to exchange link status, traffic load and other in-
formation, we measure the broadcast packet reception ratio 
to deduce the FLP p(i,j) used in eq. (2) for each link l(i,j). Al-
though the MAC layer modulation of broadcast frames is 
different from that of unicast frames, we expect the FLP 
measured by broadcast frames to be fairly close to that of 
unicast frames, as is supported by the previous work [7,8]. 
This is because the frame loss due to collision with hidden 
terminals contributes to the major part of frame losses in a 
multi-hop wireless network. Furthermore, since the Net-
work Allocation Vector (NAV) at the nodes which are in the 
communication range of a source node are set by the data 
packet transmission, MAC ACK frames experience much 
lower collision probability than hat of data frames,. Hence 
we can ignore the loss probability of ACK frames and use 
the broadcast packet loss ratio seen by a receiving node as 
the FLR on the link from the source of broadcast to the said 
receiving node. The metric is directional, i.e., the metric from 
node x to y may be different from node y to node x. This is 
indeed observed in our experiments using our testbed. In 
[7,8], the authors measure and multiply the ratio on both 
the forward and the reverse directions, which results in a 
symmetric metric. The test results in [7] also show that the 
ACK delivery ratio is under-estimated, resulting in overes-
timation for FLR. In our scheme broadcast packets are sent 
out every half a second, and we measure the frame loss 
ratio using a 5-second sliding window. Note that here the 
time averaged frame loss measurement is chosen to reduce 
the overhead and complexity in real implementation. Ex-
periment results show that our simplified method works in 
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real test-bed. 

6.3 Measurement of Physical Link Capacity 

We measure the actual link capacity by probing when the 
NIC is working at auto rate mode. For wired networks, 
schemes such a packet-pair [31] (two back-to-back probe 
packets) have been used to measure the capacity of a link. 
For CSMA/CA based DCF, packet-pair based scheme is 
likely to underestimate the channel capacity, especially 
when the physical bandwidth is large [8]. This is due the 
overhead introduced in MAC and PHY layer headers, 
backoff, and so forth, which cannot be ignored. Assuming 
the minimal overhead introduced by the MAC and PHY 
layers is stable, we use the difference of the two minimal 
valued observed in samples with different packet size to 
remove the impact of overhead. More specifically, we 
measure the physical bandwidth by probing as following: 
the sender sends out three probe packets back-to-back, and 
the packet sizes of the probes are small (PLs), small (PLs) 
and large (PLl), respectively. The interval between the first 
and second probes is denoted as Tint-ss, and the second and 
the third probes as Tint-sl. Then the bandwidth C(i,j) for link 
l(i,j) can be estimated as  

))min()/(min()( intint),( ssslslji TTPLPLC
−−

−−=        (10) 

where the min() function denotes the minimal value from 
the most recent 10 consecutive samples obtained in last 5 
seconds. The advantage of this method is that it reduces the 
impact of non-deterministic overhead introduced in trans-
mission. In our implementation, each node will pick a 
neighbor randomly and send probe packets to measure the 
bandwidth every second.  
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Fig.6 Physical link capacity measurement in SoftMAC 

Fig.6 shows the link capacity measurement results in our 
testbed where we manually configure two nodes with 
LinkSys dual band A+G NIC working on 802.11a in the ad 
hoc mode and fix the link transmission rate to a specific 
value with auto rate disabled. Since the physical rate fol-
lows the discrete set defined in the standard, we observe 
that the measured result is accurate enough for the current 
capacity estimation. 

6.4 Integration of Admission Control into DSR 

To speed up the AC and flow resource reservation, we use a 
hop-by-hop AC combined with the Dynamic Source Rout-
ing (DSR) routing protocol. In DSR, a node broadcasts a 
route-request to find a valid route to a destination, and the 
destination replies with a route-reply to notify the route to 

the source. We add the reservation information of a new 
flow (i.e., the consumed FAT of the flow estimated using 
eqs. by (1)(2) to the DSR routing header of route-
requests/replies to perform AC. Upon receiving a route 
request, the AC module at a node checks whether sufficient 
resource is available only for fast pruning, e.g., to eliminate 
routes which do not have sufficient resource for admitting 
the new flow. In other words, at this stage, no reservation is 
made. Only upon receiving a route-reply will the reservation 
for the new flow be made along the route specified by the 
route reply, as explained in more detail below. 

When an intermediate node along a potential route to 
the destination receives the route-request, the AC module 
makes the admission control decision using the partial rout-
ing information collected so far in the DSR header. It needs 
to check whether the destination is its neighbor or 
neighbor’s neighbor to estimate the TCFAT (eq. (7)) of the 
new flow. Such information can be obtained by overhearing 
the periodical broadcast from neighbors. If available band-
width for all the potential outgoing links is not sufficient, 
the node will drop the route request silently and do not 
continue the rebroadcast of the route request. 

Upon receiving a route-reply, the route information in 
the DSR header is used to decide whether the available 
bandwidth for the link is sufficient, If there is sufficient 
bandwidth, then the node sends the route-reply to the next 
upstream node, reserves the resource for the new flow and 
broadcasts the reservation information to other nodes, If 
there is not sufficient bandwidth, the route reply is dis-
carded, and a route reply failure message is generated and 
sent back to the destination node. This way the destination 
can send a route-reply on another route, if it exists. 

6.5 Broadcast for Information Exchange 

As we have described earlier, each node needs to estimate 
the rFAT for each outgoing link to perform distributed AC 
and RC. To do so, each node must tell its neighbors how 
much resource has been allocated and how much is left to 
other nodes. Following information is broadcasted by each 
node i broadcasts: nrFATi,RT, rFATi,RT, max,iδ , r(i,j),RT, r(j,i),RT, 
w(i,j),BE and w(j,i),BE where )(iNj ∈ . Two modes of broadcast 
are used: 1) periodic broadcast -- each node uses a timer 
and broadcasts its information every Tbroadcast (0.5 second); 2) 
trigger based update – every time a node accepts and re-
serves the consumed FAT for a new VoIP flow, or releases 
the consumed FAT allocated to an existing VoIP flow, it 
broadcasts its updated information immediately. 

Our SoftMAC algorithm is designed to provide multi-
media support in wireless ad hoc network by collabora-
tively resource reservation for real time traffic and dynami-
cally adjustment for best traffic. Its capability is constrained 
by how accurately the wireless channel and contention in-
formation can be obtained and propagated, which is limited 
by the overhead introduced in measurement and signaling 
in real system implementation. 

7 SIMULATION AND EXPERIMENT RESULTS 

In this section, we present the results of simulation and ex-
perimental evaluation of the proposed SoftMAC architec-
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ture. For simulation evaluation, we have implemented 
SoftMAC using the ns-2[33] simulator and its wireless ex-
tension developed at CMU. For experimental testing, we 
have implemented SoftMAC as a NDIS driver for Windows 
OS, and built a small indoor testbed. The codec used for the 
VoIP application is GSM 06.10, which has a date rate of 50 
frame/s, i.e., one frame every 20 ms. The payload per frame 
generated by the codec is 33 bytes. Including the 12 bytes 
application header, 8 bytes UDP header, and 20 bytes IP 
header, the total payload per frame is 73bytes. 

7.1 Simulation Results 

In our simulation evaluation, we construct a mesh network 
on a grid with 36 nodes (Fig.7), where the solid lines repre-
sent the wireless links between nodes, while the dashed 
line represents the potential traffic flows, which are always 
generated from the nodes on the borders along one of the 
six rows or columns. The distance between neighboring 
nodes, communication range, and CS range are set as 24m, 
25m and 30m respectively. The channel model is TwoRay-
Ground. The network parameters are all set for 802.11a 
DCF with 24Mbps physical rate and RTS/CTS disabled. We 
use two CBR flows to emulate the traffic of a VoIP applica-
tion using the parameters of the aforementioned VoIP co-
dec. 
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Fig.7 Grid topology and traffic pattern 

7.1.1 Admission control for VoIP 

Totally 24 VoIP flows are generated and injected into the 
network one by one every 4 seconds starting from  second 
24 (in simulation time), in the following the order: first 12 
flows starting from the top row to the bottom, then the from 
the leftmost column to the right column, i.e., f(0,5), f(6,11),.. 
f(30,35), f(0,30), f(1,31),.. f(5,35) (here f(i,j) denote the VoIP 
flow between node i and node j), and then another 12 flows 
in the same order. All flows last until the end of simulation. 
We continue the simulation for 50 seconds after the last 
flow is injected at second 116. Ideally, to measure the qual-
ity of VoIP applications, one should use metrics such as 
MOS (mean opinion score) [38]. For simplicity, however, we 
resort to the practical guideline for VoIP network perform-
ance given in [1], where it suggests that for satisfactory 
VoIP quality, the end-to-end one-way delay be kept below 
150 ms – excluding the delay budget for codec, packetiza-
tion, etc., the delay budget for the one-way network delay 
is about 80 ms – and the packet loss rate be kept below 10%, 
even with error concealment algorithms [35,36]. Using these 
performance metrics, we first perform the simulation with-
out SoftMAC AC and then the simulation with SofMAC 

AC. We find that without AC, after 23 VoIP flows are in-
jected, the performance of the all VoIP flows is acceptable. 
However, when the 24

th
 VoIP flows are injected, the per-

formance of four VoIP flows degrades significantly, result-
ing unacceptable VoIP quality. On the other hand, with 
SoftMAC AC, only 22 VoIP flows are accepted. So the deci-
sion of AC is fairly accurate, one less than what is maxi-
mally admitted – this is likely due to the conservative esti-
mation of rFAT we used. Figs. 8 and 9 show the delay and 
loss performance comparison using one affected VoIP flow 
(between node 18 and 23 starting from time 36s) as exam-
ple, where the x-axis shows the simulated time. Without 
SoftMAC AC, we see that after the 24

th
 flow is injected (at 

time 116s), both the delay and loss rate increase signifi-
cantly, frequently exceeding 80 ms and 10% loss rate, re-
spectively, while before the injection of the 24

th
 flow, the 

performance is still acceptable. With SoftMAC AC, both the 
delay and loss performance are kept at the acceptable level, 
as there are a total 22 flows in the network after time 108.  
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Fig.8 End-to-end delay comparison 
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Fig.9 Packet loss ratio comparison  

7.1.2 Rate control for BE traffic 

To evaluate the efficacy of rate control (as well as priority 
queuing) for BE traffic, we first place 3 VoIP flows, f(0,5), 
f(12,17) and f(24,29), in the network  Then we inject 12 BE 
flows – ftp downloads using TCP SACK – every 2 seconds 
into the network, one per row and one per column of the 
grid. We perform simulations with and without SoftMAC 
RC. 

Fig. 10 shows the cumulative delay distributions for 
VoIP flows with and without SoftMAC RC. We see that 
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with SoftMAC RC, 100% of one-way packet delays are 
within 80 ms, while without SoftMAC, more than 30% of 
packets have one-way delay of above 80ms. Fig. 11 shows 
the loss performance of VoIP flows over time. We see that 
without SoftMAC RC, VoIP flows periodically experience 
losses above 10%, while with SoftMAC RC, the loss rates 
for the VoIP flows are always kept below 10%. Lastly we 
compare of the total throughput of TCP for the BE flows, 
which is shown in Fig.12. We see that SoftMAC RC is able 
to keep a cap on the throughput on the BE traffic to mini-
mize their impact on the VoIP flows. The oscillation in the 
total TCP throughput under SoftMAC RC is caused by the 
priority queueing mechanism. 
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Fig.10 End-to-end delay of VoIP 
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Fig.11 End-to-end packet loss ratio of VoIP 
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Fig.12 Total throughput of TCP 

7.2 Experimental Results on Testbed 

We have built a 32-node wireless testbed, which is located 
on one floor of a fairly typical office building. All the nodes 
are placed in fixed locations and are not moved during test-
ing. Each node is a DELL PC, and equipped with one Link-
Sys Dual-band A+G card with 802.11 a/b/g support. All 
the nodes operate in IEEE 802.11a mode. The autorate selec-
tion on the cards is enabled and RTS/CTS is disabled. Our 
implementation uses the Mesh Connectivity Layer (MCL) 
[37] and its driver is installed on each PC in our testbed.  

 
Fig.13 Experiment topology  

Firstly, we use a simple 5-hop chain topology (path 8-9-
3-4-10-7 only in Fig.13) to verify the accuracy of AC in real 
implementation. All the VoIP flows are generated between 
node 7 and node 8 along the path. With AC disabled, we 
collect the results for 7~10 VoIP flows concurrently running 
(Fig.14). We observe that the system can serve 8 simultane-
ous VoIP flows with acceptable quality; while with more 
than 8 VoIP flows in the network, the delay of all VoIP flows 
increases dramatically. With AC enabled, only 7 VoIP flows 
are accepted, and the performance is similar to that with 
only 7 VoIP flows in the AC-disabled case in Fig.14. This 
demonstrates that our AC works quite accurately on a real 
testbed.   
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Fig.14 End-to-end delay comparison for AC 

Secondly, to evaluate the efficacy of RC in SoftMAC, we 
collect experiment results on 11 nodes of our testbed as 
shown in Fig. 13. Two VoIP flows are set up on path 30-12-
4-31-15 and path 9-3-4-10-7-14. Four TCP flows, f(3,4), 
f(10,7), f(31,3) and f(13,7), are added as best-effort traffic. The 
end-to-end one-way delay of VoIP packets of the VoIP flow 
f(9,14) are measured under two scenarios – with SoftMAC 
driver enabled and disabled. Fig. 15 shows the comparison 
of the two scenarios. The results demonstrate that SoftMAC 
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significantly reduces the end-to-end one-way delay of VoIP 
packets by controlling the BE TCP traffic rate and providing 
priority queueing. We also observe that the voice quality is 
very smooth with SoftMAC, while it is bursty without 
SoftMAC. In addition, with SoftMAC, the TCP throughput 
is decreased by about 30~50% so as to provide better qual-
ity for VoIP. 
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Fig.15 End-to-end delay comparison for RC 

8 FURTHER DISCUSSION: SOFTMAC FOR A/V 

STREAM SUPPORT IN HYBRID HOME NETWORK 

In this section, we discuss the capability of SoftMAC to co-
ordinate nodes in other types of multi-hop network. Con-
sidering the popularity of WLAN, it is expected DCF 
WLAN will be used together with legacy Ethernet, con-
structing a hybrid home network. The typical home net-
work scenario for A/V streaming is shown in Fig.16, where 
a switch/ hub connects all wired nodes, such as Media 
Center Edition (MCE), PCs, and wireless AP. Multiple wire-
less devices, such as laptop connect to AP by 802.11a/b/g. 
In such hybrid home network, the high bandwidth re-
quirements of multimedia streaming challenges the QoS 
capability on both wired and wireless medium. We argue 
that the QoS in hybrid home network can’t be solved by 
any method on WLAN and Ethernet separately, since typi-
cally A/V multimedia stream traverses from Ethernet to 
WLAN and requires QoS support on both WLAN and 
Ethernet jointly. Therefore, we propose to use SoftMAC to 
coordinate end-nodes in hybrid home network. More spe-
cifically, distributed AC and RC are performed to make sure 
the channel busy time and collision rate are under well con-
trolled. Priority queueing is supported to provide better 
quality support for A/V traffic. 

 
Fig.16 Typical Home Network for A/V streaming. 

We only consider the software upgrade capability on 

end-systems, i.e., we assume no SoftMAC installation on 
legacy Ethernet switch/hub and wireless AP. All the end-
nodes in the network need to identify which type of me-
dium it is connected, i.e., Ethernet or WLAN, and how 
much resource has been consumed and left. The resource 
calculation metric used on Ethernet is simply bandwidth. 
The resource calculation on WLAN is similar to that we 
propose in multi-hop wireless network except that in infra-
structure mode WLAN, all the traffic between two wireless 
nodes need AP to forward. The broadcast notification is 
also valid on both WLAN and Ethernet, so a node should 
identify its medium type in the broadcast message. The 
only difference for a wireless node is its capacity measure-
ment. Since in DCF, the unicast data packet from a wireless 
station will always be forwarded to wireless AP first, which 
is different comparing with multi-hop wireless case.. We 
propose to leverage a wired node on Ethernet to help a 
wireless on measurement by assuming that a packet will 
not be blocked from WLAN to Ethernet at AP. The probes 
are sent from wireless node to a wired node on Ethernet, 
and the measured result is the equivalent bandwidth con-
catenating a wireless link and Ethernet. Since the capacity 
of Ethernet is available, we can deduce the current capacity 
of wireless link from the probing node to AP as follows, 

111

),(),( ])()[( −−−
−= EthernetjiAPi CCC  

where node i is the wireless node and node j is the node 
on Ethernet. 

We build a testbed to emulate the home network sce-
nario in Fig.16 where two Dell PCs with 100M Ethernet NIC 
are connected by a 100M switch to a wireless 802.11a AP. 
Two Dell laptops use LinkSys Dual-band A+G card to con-
nect the AP and are not moved during testing. All the wire-
less nodes operate in IEEE 802.11a mode. The autorate se-
lection on the cards is enabled and RTS/CTS is disabled.  

Firstly we construct a scenario where contention hap-
pens in WLAN to verify the efficacy of SoftMAC imple-
mentation. An A/V streaming with constant rate of 
2000packets/s at fixed packet size of 1000bytes is generated 
from MC Server to Laptop1 first. Then we start a BE traffic 
30 seconds later with the same traffic volume from Server 
to laptop2. From Fig.17, we can see that SoftMAC effec-
tively controls the BE traffic rate to protect the video stream 
traffic. Without SoftMAC, the performance of video stream 
is easily affected by BE traffic. Fig.17 also verifies the accu-
racy of SoftMAC by the total throughput achieved of with 
and w/o SoftMAC. 
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Fig.17 Experiment results for QoS issues on WLAN. 
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Secondly we study a scenario where BE traffic exist only 
on Ethernet to show QoS issue for A/V on hybrid home 
networks can’t be solved by QoS enhancement on WLAN 
alone, such as 802.11e. Use the same setting for A/V as the 
first example, while in this case there are two BE TCPs start-
ing from MCE server to PC at 33s and 65s, respectively. 
From Fig.18, we observe SoftMAC protects A/V well when 
contention traffic is on Ethernet, and without it, BE traffic 
severely affect the performance of A/V streaming on 
Ethernet. 
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Fig.18 Experiment results for QoS issues on Ethernet. 

9 RELATED WOKR 

Although we are not aware of any other work that provides 
an integrated solution to support multimedia, in particular, 
VoIP applications over a multi-hop wireless network, vari-
ous studies have addressed some relevant pieces of the 
problem: service differentiation, AC, bandwidth sharing for 
BE, overlay MAC, etc. 

Most of the prior works to support service differentia-
tion and quality-of-service for VoIP over wireless networks 
focus on WLAN [2,3], e.g., IEEE 802.11e [5] and the pro-
posal in [10]. As explained earlier, such WLAN based MAC 
and corresponding QoS enhancement schemes do not work 
well for multi-hop wireless networks. For ad hoc networks, 
there are various scheduling mechanisms (see, e.g., [11-13]), 
all of which either require modification of 802.11 MAC DCF, 
or simply assume the availability of 802.11e-like MAC [5]. 

For centralized AC, Shah [39] proposes a cross-layer 
mapping between application layer rate adaptation and 
link layer bandwidth estimation, where normalized band-
width by packet size is used instead of raw physical band-
width. In terms of distributed AC, Yang et al. [15] propose a 
contention-aware admission control protocol (CACP) for 
mobile ad hoc network by querying all nodes within the 
carrier sensing range to determine whether a new flow can 
be supported. I.D.Chakeres et al. [16] show that CACP re-
serves bandwidth unnecessarily, and instead propose the 
perceptive admission control (PAC) to estimate the avail-
able bandwidth by adjusting the carrier sensing range to 
measure the channel busy time. Unfortunately, such capa-
bility is not supported by the current hardware and thus 
requires modification of MAC. Several schemes [17~19] 
have been proposed for estimating available bandwidth in 
a wireless ad hoc network. Many available bandwidth es-
timation schemes [17~19] have been proposed for ad hoc 

network. Q.Xue et al. [20] combine the AC and bandwidth 
reservation in routing called AQOR. However, the available 
bandwidth is overestimated in previous work since the ca-
pacity estimation is performed from per node rather than 
per link point of view. Another problem of previous work is 
that raw bandwidth is used directly, so the wireless link 
dynamics, such as time varying link capacity due to the 
auto-rate setting on NIC[24,25], frame loss probability, etc., 
are not considered, which motivates the FAT metric pro-
posed in this paper. As discussed in Section 4, comparing 
with previous work, the major differentiation and contribu-
tion of this paper is introducing the concept of FAT for dis-
tributed admission control and rate control.  

The problem of fair bandwidth sharing in wireless net-
works are addressed in [21,22]. In SWAN [23], the authors 
use an AIMD algorithm for local BE traffic rate control, and 
a probing-based AC scheme at sender for real time traffic. 
However, probing for avail bandwidth is not accurate and 
using AIMD with decision based only on self MAC delay 
can not guarantee the impact to the real time traffic on 
other nodes. Paper [15] shows that the average per-hop 
delay by reservation based CACP is much lower that of 
SWAN. 

A.Rao and I.Stoica [32] propose a software-based overlay 
MAC framework to improve the performance of DCF in 
multi-hop wireless networks. While it is similar to Soft-
MAC as a software overlay between IP and MAC, their fo-
cus is on improving the throughput of BE traffic. In addi-
tion, their solution assumes local clock synchronization and 
employs a slotted allocation scheme that operates at a time 
scale of, e.g., 20 ms (slot size). The performance achieved 
thus hinges on the accuracy of synchronization. Further-
more, the overhead introduced by software implementation 
constrains the slot size, which makes such granularly not 
well-suited for VoIP applications with stringent delay re-
quirement. 

Therefore, all the related works and even their simple 
combination can not provide real time VoIP support over 
multi-hop wireless network with commercialized NIC, 
which motivates the system work of SoftMAC.  

10 CONCLUSIONS 

In this paper, we proposed and presented a novel software 
solution, called Layer 2.5 SoftMAC, to effectively support 
VoIP service in multi-hop wireless networks using commer-
cial IEEE 802.11 MAC DCF hardware. Our proposed Soft-
MAC resides between the 802.11 MAC layer and IP layer to 
coordinate – in a distributed fashion and without resorting 
to tight clock synchronization – the RT and BE packet 
transmission among neighboring nodes in a multi-hop 
wireless network. The proposed SoftMAC architecture em-
ploys three key mechanisms: 1) distributed admission con-
trol for regulating the load of RT traffic, 2) rate control for 
minimizing the impact of BE traffic on RT one, and 3) non-
preemptive priority queueing for providing high priority 
service to VoIP traffic. We have implemented our proposed 
SoftMAC architecture as a NDIS driver over NIC driver, 
and built a multi-hop wireless network testbed with 32 
wireless nodes equipped with 802.11 a/b/g combo cards. 
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Through extensive simulations using the network simulator 
NS2 and experimental testing on the testbed, we have dem-
onstrated the efficacy of our proposed software solution. 
We also demonstrate the effectiveness of coordination of 
SoftMAC in other types of network; in particular, we evalu-
ate its performance to support A/V streaming in hybrid 
home network. We plan to expand our testbed and perform 
more extensive testing. In addition, we plan to further ex-
plore several design issues (e.g., the BE weight, mobility, 
etc.) and improve the performance of SoftMAC. 
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