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Abstract. In this paper, using a year (June 2011 to May 2012) of usertepo
SMS spam messages together with SMS network records ealéwm a large
US based cellular carrier, we carry out a comprehensivey stl8MS spamming.
Our analysis shows various characteristics of SMS spamattigities, such as
spamming rates, victim selection strategies and spatiateling of spam num-
bers. Our analysis also reveals that spam numbers withasicdintent exhibit
strong similarity in terms of their sending patterns, tenuevices and geoloca-
tions. Using the insights we have learned from our analysispropose several
novel spam defense solutions. For example, we devise a aga@ithm for de-
tecting related spam numbers. The algorithm incorporages spam reports and
identifies additional (unreported) spam number candidatésh exhibit similar
sending patterns at the same network location of the reppgiam number dur-
ing the nearby time period. The algorithm yields a high aacyrof 99.4% on
real network data. Moreover, 72% of these spam numbers &eetdd at least 10
hours before user reports.

1 Introduction

The past decade has witnessed an onslaught of unsolicit&l(Skbrt Message Ser-
vice) spam [1] in cellular networks. The volume of SMS spars higen 45% in the
US in 2011 to 4.5 billion messages and, in 2012, more than 60&teomobile users
claimed to have received text spam [2]. In addition to bmiiggan annoying user ex-
perience, these SMS spam often entice users to visit céftaind) websites for other
illicit activities, e.g., to steal personal informationtorspread malware apps, which can
inflict financial loss to the users. At the same time, the hugeunt of spam messages
also concerns the cellular carriers as the messages tatensigh the network, causing
congestion and hence degraded network performance.

Although akin to traditional email spam, SMS spam exhibigue characteristics
which render inapplicable classical email spam filteringhrods. Unlike emails which
are generally stored on servers and wait for users to rettleem, SMS messages are
delivered instantly to the recipients through the Sigral8ystem 7 (SS7) network,
leaving little time for cellular carriers to react to spamedhwhile, high operation cost
also limits applying sophisticated spam filters which retyiespecting SMS message
content.

Filtering SMS spam at end user devices (e.g., using mobpe)ap also not a fea-
sible solution given many SMS capable devices (e.g., fegthones) do not support



running such apps. In addition, a user (e.g., with a paydserSMS plan) is already
charged for the spam message once it arrives at her deviae.iMportantly, the sheer
volume of SMS spam, once entering the network, can significamcrease the traf-
fic load and potentially deteriorate voice/data usage espee of other nearby mobile
users. Due to these reasons, the focus of the SMS spam défensietect and con-
trol phone numbers involved in initiating spam (i.e., sparmbers) quickly before they
reach a large number of victims

Network behavioral statistics (e.g., sending patternsg lieeen applied for detect-
ing spam numbers (e.g., [3-7]). However, many of these nastisaffer from an un-
acceptable large false alarm rate, because many legitimetders who own a large
subscriber base can exhibit similar SMS sending behavitis@se of spam numbers,
e.g., cellular providers, university emergency contaesi political campaign lines, etc.
Due to this reason, many cellular network carriers have tdband deployed a more
accurate albeit conservative SMS spam reporting mechgoiamobile users, whereby
after receiving a spam message, a victim can report it viatantessage forward. Mo-
bile carriers can then investigate and confirm these rep@atévities and restrict the
SMS activities of the offending spam numbers. The user spgort based method
produces much fewer false alarms, thanks to the humanigeette added while sub-
mitting these reports. However, as we shall see in Sectidrs8ffers from significant
delay due to the low report rate and slow user responsesgtiegdhem less efficient
in controlling spam.

Despite the drawbacks associated with user spam repoetg,dih provide us a
unique information source for identifying spam numbers studlying their behaviors
in order to build better spam defenses. Taking advantagei®SMS spam reporting
mechanism, in this paper we collect spam messages reportetetof the largest cel-
lular carriers in the US from May 2011 to June 2012 — which aorg approximately
543K spam messages —and carry out an extensive analyssmfspg activities using
these user reported spam messages together with theiraiesd8MS network records.
Our objectives are three-fold: 1) to characterize the spaguarctivities in today’s large
cellular networks; 2) to infer the intent and strategiespgEramers; and 3) to develop
effective spam detection methods based on lessons leaoradtir analysis.

To achieve these goals, we first identify more than 78K spamhbaus from user-
submitted SMS spam reports (referred to as user spam rdpdafter) and conduct
an in-depth analysis of spamming activities associateld thiése numbers. We observe
strong differences in behaviors between spammers andpamsaers in terms of their
voice, data and SMS usage. We find that the tenure of the sparbers to be less than
one week old, and programmable devices are often used t@edsppam messages at
various spam sending rates. More importantly, we find thagtrepammers select tar-
gets randomly, either from a few area codes or the entire@hamber space. This is
plausibly due to thénite phone number space which enables spammers to reach victims
by simply enumerating their numbers. Meanwhile, we find spans tend to concen-
trate at and select targets from densely populated ge@osde.g., large metro areas),
where they have access to more resources (e.g., high spsearkeand spamming
devices) and can reach live users more easily. As a consegjetrithese locations, the
huge volume of spam traffic can lead to more than a 20 timesaser of SMS traffic



at some Node-Bs, and more than 10 times at some RNCs. The\sieere of spam
traffic can potentially have an adverse impact on the expeeief normal users in these
areas.

In addition to analyzing spamming behaviors of individyzdis numbers, we carry
out a multi-dimensional analysis of the correlations ofspaumbers. More specifically,
we apply a text mining tool, CLUTO [8, 9], to cluster spam nwarsinto various clus-
ters based on similarity of spam content they generate. iestigation shows strong
similarity among the spam numbers contained in each ctusteinstance, the devices
associated with these spam numbers are frequently of @ htpes, the spam numbers
used are often purchased at nearly the same time; furtherthercall records of these
numbers also exhibit strong temporal and spatial cormeiatinamely, they occur at a
particular location and close in time. All the evidence sgjg that the spam numbers
contained in the same cluster are likely employed by a sisggdenmer to engage in the
same SMS spam campaign, e.g., at a particular location usitigple devices such as
laptops or 3G/4G cellular modems.

Based on the characteristics of spam numbers found in olysasiawe pinpoint
the inefficacy of existing spam defenses based solely ongpsan reports due to the
associated low report rate and long delay. In addition tppsing solutions to enhance
the existing user spam report mechanism, we innovativeakesfgam defenses that rely
less on user spam reports or do not require users’ participat all. For example,
leveraging the strong temporal/spatial correlations agregam numbers employed by
the same spammer, we propose a noeklted spam numbetetection algorithm. The
algorithm consists of two components. First, it maintaingachlist of all potential
spam numbers detected based on the SMS sending pattermividiral phone num-
bers. Second, upon receiving a user spam report, it identfiglitional (unreported)
spam number candidates which exhibit similar sending pedtat the same network
location during the same or nearby time period. Evaluate@ amonth long dataset,
the algorithm identifies 5.1K spam numbers with an extrerhigi accuracy of 99.4%,
where more than 72% and 40% of the detection results are 18 had 1 day before the
user reports, respectively. Moreover, 9% of the detectachspumbers have never been
reported by users possibly due to the extremely low repoet ras another example,
taking advantage of the random spamming strategies fadyretbst of the spammers,
we propose to deploy honeypot phone numbers in the phoneensphace to trap spam
messages and to detect spam numbers without the help ofpssarrsports.

The remainder of this paper is organized as follows. We lyrieftoduce the datasets
in Section 2, and discuss related work in Section 3. In Seatiove analyze user spam
reports and extract spam numbers, which we use to study traateristics of SMS
spammers in Section 5 and their network behaviors in Seétitm Section 7, we clus-
ter spam numbers based on the spam content and furtherigratestorrelations of
spam numbers contained in each cluster. Analysis of egistitutions and proposal of
new spam defenses are presented in Section 8. Section ©idescthe paper.



2 Background and Datasets

In this section, we briefly introduce the SMS architecturéhefcellular network under
study. We then describe the datasets collected from thiganktfor our analysis.

2.1 SMS Architecture in Large Cellular Networks

The cellular network under study utilizes primarily UMTSr(iMersal Mobile Telecom-
munication System), a popular 3G mobile communicationrietdgy adopted by many
mobile carriers across the globe. The (high-level) archite for delivering (text-based)
SMS messagésnside a UMTS network is depicted in Fig. 1. When sending arSSM
message, an end user equipmdnti(y) directly communicates with a cell tower (or
node-B), which forwards the message to a Radio Network @tetr(RNC). The RNC
then delivers the message to a Mobile Switching Center (M®8)er, where the mes-
sage enters the Signaling System 7 (SS7) network and igisiemgporarily at a Short
Message Service Center (SMSC). From the SMSC, the messdewbuted to the
serving MSC of the recipient (Uf), then to the serving RNC and Node-B, and finally
reach UE;. The return message will follow a reverse path fromgJia UE4.

Collect MO SMS

1 RNC MSC

UE, . SS7

SMSC

1 RNC MsC

UE,

Collect MT SMS

Fig. 1. SMS architecture in UMTS networks.

2.2 User Spam Report Dataset

The said cellular service provider deploys an SMS spam tigyoservice for its users:
when a user receives an SMS text and deems it as a spam mesbagean forward
the message tospam report numbedesignated by the cellular service provider. Once
the spam is forwarded, an acknowledgment message is rdfwheh asks the user to
reply with the spammer’s phone number (referred to assfiaan numbérhereafter).
Once the above two-stage process is completed within a fimedetime interval, a

% Note that we focus on studying text-based SMS messageshwhicsent through the con-
trol (signaling) channel as opposed to messaging servibeshvdeliver content through data
channels, like iMessage and Multimedia Message Service $MM

4 We use the term “spam numbers” here to differentiate fronmspers, where the latter term
refers to the human beings who are in control of these phombarts that initiate SMS spam.



spam record is created. The dataset used in our study ces{aam messages reported
by users over a one-year period (from June 2011 to May 201®.dktaset contains
approximately 543K complete spam records and all the spambats reported are
inside the said UMTS network (i.e., for whom we have acces®toplete service plan
information and can hence observe all the SMS network recariginated from these
numbers). Each spam record consists of four features: tra spmber, the reporter’s
phone number, the spam forwarding time and the spam texécbnt

2.3 SMS Spam Call Detail Records

To assist our analysis of spamming activities from multgileensions, we also utilize
the SMS (network) records — SMS Call Detail Records (retetoeas CDRs hereafter)
—associated with the reported spam numbers over the sanyeantéme period. These
CDRs are collected at MSCs primarily for billing purposespending on the specific
vantage point where call records are collected, there aveytpes of SMS CDRs (see
Fig. 1): whenever an SMS message sent by a user reaches the®®rk, a Mobile
Originating (MO) CDR is generated at the MSC serving the sefeven when the ter-
minating number is inactive); once the recipient is sudcdlggpaged and the message
is delivered, a Mobile Terminating (MT) CDR is generatednst MSC serving the re-
cipient. We note that unlike the user-generated SMS spaortgphese SMS CDRs do
not contain the text content of the original SMS messages. ddstiney contain only
limited network related information such as the SMS sendimg, the sender’'s and
receiver’s phone numbers, the serving cell tower and théddaternational Mobile
Equipment Identity (IMEI) number for the sender (in MO CDRs)the receiver (in
MT CDRs). Using SMS spam numbers identified from spam repuorgsextract all
CDRs associated with these spam numbers during the samgean@eriod, and use
them to study the network characteristics of spam numberbance to infer the intents
and strategies of the spammers. Recall that all the focysed sumbers are inside the
cellular network under study, we only utilize MO CDRs for atudies, which cover
the complete spamming history of each spam number.

We would like to emphasize that no customer personal infomavas collected or
used in our study, and all customer identities wamenymizedbefore any analysis was
carried out. In particular, for phone numbers, only the a@de (i.e., the first 3 digits
of the 10 digit North American numbers) was kept; the renmagjrdigits were hashed.
Similarly, we only retained the first 8-digit Type AllocaticCode (TAC) of the IMEIs in
order to identify device types and hashed the remaining #sdig addition, to adhere
to the confidentiality under which we have access to the @dafdaces we only present
normalized views of our results while retaining the scifcaily relevant magnitudes.

3 Related Work

In a related study [10], the authors characterized the deapbir features and network
behaviors of individual SMS spam numbers. Though we alsaecnnetwork-level

It will be shown later in this paper, spammers often employtiple spam numbers for an SMS
spam campaign. In contrast, a non-spammer (e.g., an aidiifecation service) typically uses
only a single phone number when “broadcasting” an SMS natifio to many recipients.



analysis of SMS spam, our purpose is to infer the intents trategies of SMS spam-
mers, and to identify and explain the correlation amonged#ifit spam numbers.

In addition to the user spam reports mentioned earlier, ortivehaviors of spam-
mers, e.g., sending patterns, have been used in SMS spactiateteuch as [3]. Similar
network statistics based methods designed for email spaectd®s were also applied
for identifying SMS spam, such as [4—7]. Content-based SMrsfilters using ma-
chine learning techniques were also proposed in [11, 12véver, the application of
these methods is limited due to either the unacceptable &tsm rate associated or
the large computation overhead on the end user devicesd Base analysis of SMS
spam in this paper, we propose several novel spam detegmoaches for accurate
and fast detection of SMS spam numbers.

As online social media sites become popular, many stud@ssfon understanding
spam activities on these sites. For example, [13] quantdiedl characterized spam
campaigns from “wall” messages between Facebook userks{ddied link farming
by spammers on Twitter. [15] analyzed the inner social iehships of spammers on
Twitter. [16] characterized spam on Twitter. Though sucihéBed short message spam
are out of the scope of this paper, they often exhibit charatics similar to SMS spam.
Hence the proposed solutions are also applicable for diegel®-based spam.

4 Analyzing User Spam Reports

In this section, we study the user reported spam message8rsivdescribe the data
preprocessing step and explain how to extract spam numizenstfiese messages. We
then illustrate statistics derived from the spam text conte

4.1 Data Preprocessing

Human users, unfortunately, may introduce noise and/@ekién the rather cumber-
some SMS spam reporting process. For instance, a user maypmis spam number
in the second step, leave it blank, or simply enter an aryimphanumeric string, say,
XXXXXX, due to lack of patience. In addition, users may apjiffiering criteria in decid-
ing what is considered as spam. To address these issueskeve tatheiconservative
approach and employ several preprocessing mechanismtetafit the noise and po-
tential biases introduced by human users during the remgpptiocess.

To remove noise, we first filter out all spam reports that danatain legitimate and
valid 10-digit phone numbetsin addition, we use the SMS CDRs to cross-validate the
remaining spam numbers, i.e., we remove those that eitherimacorresponding SMS

5 In fact, 12.2% of the user spam reports contain (valid) sedahort codenumbers with fewer
than 10 digits. The short codes are generally used as gatdvetyveen mobile networks and
other (computer) networks and services. For instance,dheysed for computer users (e.g.,
via Google voice or Yahoo messenger service) to send SMSagess$o other mobile users, or
for mobile users to send tweets to Twitter, or to vote for Aicean Idol (in latter two cases, the
messages are received by computers for further procesSimge this paper focuses on SMS
spam sent/received by mobile users, we remove these shi@tretated reports from further
consideration, leaving analysis of them as our future work.



CDRs (within a week window of the user reporting). This filbgr process removes
roughly 15.6% of the spam reports from further consideratio

To address the potential biases introduced by users intiegapam, we match
the spam messages in the spam reports against a set of regptassions defined
by anti-fraud/anti-abuse human agents of the cellularierafe.g., “*you have won
a XXX $1,000 giftcard.*). These regular expressions are generated by these agents
over time in a conservative manner based on manual inspestispam reports and
other user complaints, with the aim to restrict the offegdipam numbers from further
abuse. Hence these regular expressions have been tragegbavs to ensure no false
positives (the agents are notified of false alarms whenifegie customers call the
customer care to complain about their SMS services beirigatesl). We obtain 384K
spam reports after removing all reports that do not matchohthe regular expressions.

4.2 Spam Number Extraction and Spam Report Volume

During a one year observation period, a phone number candstivtted, e.g., aban-
doned by users or shut down by cellular providers, and caedyeled after a predefined
time period. In other words, a phone number can be owned bg ssers for legitimate
communication and by some others for launching SMS spamgltine observation pe-
riod. To address this issue, we consult the service plarftegihone numbers and iden-
tify their service starting times and ending times, whicliphéniquely identify each
phone number. For instance, even with the same 10-digitesegy a phone number
which has a service plan that ends in January and is reoperddyi will be counted
as two different numbers in these two months. Hereafter \aé &low this definition
to identify spam numbers.

After preprocessing, from the one-year user-generatech spports, we extract a
total of 78.8K spam numbers. Fewer than 1,000 spam messagegeported daily in
2011, and since 2012 this number has increased steadilyeactied above 5K after
April 2012. Furthermore, the number of new spam numberstegas also increased
over time (albeit not as significant). These increaseskeayldue to two factors: i) SMS
spam activities have grown considerably over time; and yenusers have become
aware of — and started using — the spam reporting service.|¥gechserve a clear
day-of-week effect because spamming activities are mgrefaiant during week days.

4.3 Analyzing Spam Text Content

Our initial analysis on the text content of the reported spaassages reveals many
interesting observations which we summarize as follows fint among all the user
reported spam messages, 23% of them contain reply phoneansiantd 75.1% of them
contain at least one valid URL, where 7.4% of these URLs uged §hortening service
like TinyURL [17]. This is likely due to the limited SMS meggalength and spammers’
intention of hiding the real phishing sites, which are muekier to be identified by
mobile users. We find that 74.6% of the domain names assdaiatle the embedded
URLs are lookupable, i.e., they can be resolved to a tota®bfmique IP addresses. For
these 595 IP addresses, 443 (74.4%) are associated withoamerdname, while the
rest of the 152 IP addresses are corresponding to multipfagtonames. We find each



of these 152 IP addresses is usually associated with asedlaliarge number of domain
names. For example, the largest one is associated with 5@idarames. Moreover,
these IPs tend to come from similar subnets.

We further examine the domain names mapped to the same 1@sadBly looking at
the keywords within these domain names, we find clusters wfailo names belonging
to different topics. For example, we find an IP address thstshdomain names related
to free rewards and free electronic devices, where the gporaling domain names
look very similar, such agk-reward.xxxand 1krewards.xxxand cell-tryouts.xxxand
celltryout.xxx These observations imply that spammers are likely to restitg servers
from certain IP ranges that are managed with loose poli@&seach hosting server,
they tend to apply for multiple domain names and create aratpwebsite for each
domain name. In this way, spammers can maximize the utdizatf the phishing sites.

An interesting observation is that most spam messages atencized. Over 60%
of the messages contain random numbers or strings. Thedemamumbers or strings
are often claimed as identification codes or are part of thedJRside the spam mes-
sages. We suspect these random contents are used to differepam victims for two
purposes. First, when victims access the phishing sitesigjirthe URLS, such random
content helps the spammer estimate the effectiveness aipm@ming activities. We
believe some spammers are paid based on how many uniquayiate attracted to
the phishing sites by the spam messages. Second, by regahivictims who reply
to the spammers or access the phishing sites, spammers tzan allist of active (or
vulnerable in some sense) mobile phone numbers to increaseitcess rate of future
spam activities.

5 Characterizing Spam Numbers

Using spam numbers extracted from the user spam reportsathergvarious other
sources of data associated with these numbers, such asnae@ralidevice profiles,
network and traffic level data and statistics (voice, SMS dath usage patterns, ge-
olocations, and so forth). By analyzing and correlatingéhéata sources, we study the
various characteristics of individual spam numbers.

5.1 Device and Tenure

Device In order to identify the devices employed by spammers, vimekthe first 8-
digit TAC from each IMEI associated with spam numbers andcmétagainst a TAC
lookup table. The table was created by the carrier in Jan2@iy, which covers the
most popular mobile devices in the cellular network undedt

We find that nearly half of the devices are smartphones (44.5%e rich func-
tionality of these devices enables spammers to create appgdmate SMS spamming
activities. There are 20.3% of the devices that haveiaknownTAC type — this is
likely due to either unpopular spam devices or random IMBhbars generated by
SIM boxes. Programmable devices such as 3G data modemspsapetbooks, data
cards, etc. account for a total of 11.7% devices used in SMBispterestingly, many



“M2M” (machine-to-machine) devices (e.g., used for velitchcking and vending ma-
chines) are also employed by spammers for sending SMS spasts (®oth in terms of
the devices and the account contracts/payment methodalaegp them) likely play a

role in determining what types of devices are deployed foS3dam campaigns.

Tenure. Heretenureis defined as the time from when the account of the spam nummber i
first enrolled in the service until the first spam message fitthspammer is reported.
We find that a majority of the spammers hold new accounts. ttiqodar, over half of
spam numbers have a tenure of only one day and more than 60%mofitave a tenure
less than a week (similar observation was made in [10]).

5.2 SMS, Voice and Data Usage Patterns

We now study the overall SMS, voice and data usage pattersgash numbers, and
compare them with the rest of legitimate numbfeifSor data usage patterns, only those
spam numbers with data activities are used. Figs. 2[a-plalighe comparison in terms
of the number of SMS messages [a], the number of bytes of ttagnd the total
call duration [c] over the same one month observation pefiad surprisingly, spam
numbers initiated far more SMS messages than legitimate @fig. 2[a]). In fact, we
observe that 80% of the spam numbers send more than 10K SM@'salf of the spam
numbers send more than 100K SMS’s. In comparison to SMS usagen numbers
consume very little data as represented by the much fewebauaf bytes (Fig. 2[b]).
However, among the spam numbers which do initiate data carwations, the data
activities more often than not involve financial sites sugbanks. Further investigation
of whether such data traffic is associated with securityck#t@r other illicit financial
transactions is left to future work.
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Fig. 2. Compare monthly SMS/data/voice usage of reported spam enstdlegitimate numbers.

The total call minutes of spam numbers are generally shitvd@rthose of legitimate
ones (Fig. 2[c]). However, we find some spam numbers mayateiteven far more
(though generally short) voice calls than legitimate onesWe count the out-going

6 Though we have checked the tenure and device informatioheolegitimate numbers to re-
move likely spam numbers, there is still a chance that a feamspumbers are included in
these legitimate numbers. However, we believe this doegffett our analysis of the usage
behaviors of legitimate numbers given their large poparasize.



voice calls from spam numbers and find 10 spam numbers whigh ihdiated more
than 10K voice calls. All of them were reported by users onyaponline forums [18]
as being involved in telemarketing and other voice relatadd activities [19]. It is
possible that these spam numbers harvest live mobile nntheugh voice calls in
order to increase the efficiency of spamming.

6 Network Characteristics of Spam Numbers

Using the SMS CDRs, we next study the network charactesisfispam numbers and
infer the spamming strategies adopted by spammers.
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Fig. 3. Spamming rate and variability. Fig. 4. Target selection strategies.

6.1 Spam Sending Rate

We measure the SMS spamming rate using the average numbgiSffessages sent
from each identified spam number per hour. We assess thdityiaf spamming rates
using thecoefficient of variationwhich is defined as, = o/, wheres andu represent
the standard deviation and mean spamming rate of each spabenuespectively. The
coefficient of variation shows the extent of variabilityate to the mean sending rate.
Fig. 3 displays the mean spamming rate and the correspondgfticient of variation
for individual spam numbers. For ease of visualization, Nustrate the marginal den-
sities along both axes using rug plots. We observe that taespng rate varies from a
few to over 5,000 spam messages per hour. In addition, wieletajority of spamming
activities are at a constant rate (i.e., with a loyvwclose to ther-axis), some numbers
exhibit more bursty spamming behaviors, i.e., with, greater than 3. From these two
metrics, we observe three distinct regions, which we refast“slow,” “moderate,” and
“fast” spammers (i.e., three clusters from left to right ig.R3). “Moderate” spammers
cover 63% of all spam numbers, while “fast” spammers andi¥skpammers account
for 20% and 17%, respectively. Further investigation shives the spamming rates
often depend on the devices used and the network locatiadhe gpammers.



6.2 Target Selection Strategies

We next study how spammers select spamming targetsXlLet {z:},1 <t < T,
denote the sequence of phone numbers that a spam numbermsessisges to over
time. Given the fact that each phone number is a concatenatibvo components:
the 3-digit area code{, which is location specific, and the 7-digit subscriber nemb
xf, we also characterize the target selection strategiesodetls, i.e., how spammers
choose area codes and phone numbers within each area code.

We use the metriarea code relative uncertainfyu,) to measure whether a spam-
mer favors phone numbers within certain area codessThés defined as:

H(X*) = 4eqP(a)log P(q)
Hopae(X9) log|Q| ’

rug(X) ==

whereP(q) represents the proportion of target phone numbers withaimesrea code

q and|Q)]| is the total number of area codes in the phone number specéively, a
largeru, (e.g., greater than 0.8) indicates that the spammer unijazhooses targets
across all the area codes. In contrast, a smallmeans the targets of the spammer are
concentrated by sharing only a few area codes.

We next define a metriandom spamming ratito study how spammers select tar-
gets within each area code. Lt be the proportion of active phone numbers with area
codea. For a particular spamming target sequenteof a spam number, if the spam-
mer randomly choose targets, the proportion of active pimomebers inX * should be
close toP“. Otherwise, we believe the spammer has some prior knowlgdge with
an obtained target list) to select specific phone numbersamsBased on this idea, we
carry out a one sided Binomial hypothesis test for each spamanmd each area code to
see if the corresponding target selection strategy is mrandgihin that area code. The
random spamming ratio is then defined as the proportion af eoeles with random
spamming strategies (i.e., when the test fails to rejectahdomness hypothesis with
P-value=0.05). Note that, for each spam number, only ardascwith more than 100
victims are tested to ensure the validity of the test.

Fig. 4 plots theru, (the z-axis) and the random spamming ratio (#r@xis) for
individual spam numbers. Based on the marginal densityugf we find that a ma-
jority of spam numbers (78%, using, = 0.8 as a cut-off threshold) concentrate on
phone numbers within certain area codes. We refer to suciirarapng strategy aslock
spammingln comparison, the remaining 22% spam numbers adgfaitzal spamming
strategy, i.e., selecting targets from the entire phonebmurspace. We rank area codes
by their popularity among spam numbers, i.e., how many spambers select the most
target numbers from a particular area code. In fact, we tigate the top 20 popular
area code among spammers and find that most of them corregptarde cities and
metro areas, e.g., New York City (with 3 area codes) , Chiq@yoLos Angeles (2),
Atlanta, and so on.

Based on thg-axis, we find that, no matter how a spam number chooses allea,co
a predominant portion of them select targets randomly wid@ch area code. This is
likely accredited to the finite phone number space, whiclbksspammers to enumer-
ate phone numbers to send spam messages to. Such randomispastaiegies are



of almost zero cost and hence are the most economic stratfegispammers. Further-
more, this explains why spammers favor large metro arezguse they are likely to
reach more active mobile users by randomly selecting nusrfb@m these area codes.
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Fig. 5. Foot prints of most representative target selection giese

We illustrate in Fig. 5 the “footprints” of three most poputarget selection strate-
gies, where the:-axis represents time and tlyeaxis stands for numbers in the phone
number space. Thgdobal random spamminig shown Fig. 5[a], where a spammer ran-
domly chooses phone numbers from the entire phone numbes Spa comparison, in
theglobal sequential spammirggrategy (Fig. 5[b]), a spammer enumerates numbers in
the phone number space in an ascending order and sends spaage®to each phone
number sequentially. Different from the above two stragsgilock random spamming
only focuses on victims within certain area codes, and seldctims from each area
code randomly; see Fig. 5[c] for an example (bleck sequential spammirggrategy,
observed less frequently, is omitted due to space limit).

6.3 Spamming Locations and Impact on the Cellular Network

We end this section by an assessment of the sending locafispam messages and the
potential impact of spamming traffic on the cellular netwdkle define the location of
a spam number as the serving node-B from which a spam messsgatiby that spam
number. We find there are a few spam numbers (4.9%) which ghdyhinobile, i.e.,
they utilize more than 10 node-B’s and distribute their ioaki among these node-B’s
(i.e., with the proportion of spam messages from the mostiiam node-B less than
40%). However, most spam numbers initiate spam at less thad&-B'’s (78.2% spam
numbers) and the most dominant node-B carry more than 60%edfaffic (74.5%).
We hence refer to these dominant node-B’s aptimary spamming locatiorfer spam
numbers. In fact, many of these node-Bs reside in denselylptga metro areas (e.g.,

” Note that most spam numbers are programmed to avoid wellfiaoea codes that are unlikely
to contain active mobile users or inflict extra cost when sen&MSs to, e.g., 900 area codes
and area codes of foreign countries which adopt the Northrfoaie Numbering Plan (NANP).
This results in ranges of phone numbers never assessed bpahenumber (i.e., shown as
the blank horizontal regions in Fig. 5[a]).



New York City and Los Angeles). We suspect that concentgatimdensely populated
urban areas enables spammers to easily obtain resoukeesséd phone numbers. In
addition, spammers can take the advantage of the high-§i&&d network at these
locations to spam in much higher rates.

At these node-B’s, we find that the sheer volume of spammaffidiis astonishing.
The spamming traffic can exceed normal SMS traffic by more fltatimes. Even at
the RNC's, which serve multiple node-B's, the traffic fronagpming may account for
80% to 90% of total SMS traffic at times. Such a high traffic weufrom spammers
can exert excessive loads on the network, affecting legiér®MS traffic. Furthermore,
since SMS messages are carried over the voice control chaxcessive SMS traffic
can deplete the network resource, and thus can potentéallsecdropped calls and other
network performance degradation. These observationseaiphasize the necessity of
restricting spam numbers earlier before they reach martymacand inflict adverse
impact on the cellular network.

7 Investigating the Correlations between Spam Numbers

So far we have focused on the characteristigadividualspam numbers. In this section
we will cluster spam numbers based on the content similafitiye spam messages they
generate, and characterize and explain the correlatiangba spam numbers.

7.1 Clustering Spam Messages with CLUTO

Recall that, through our initial manual content inspectioa have observed that many
spam numbers are reported to have generated the same @rSpain messages. We
hence apply a text mining tool-CLUTO [8, 20]-to cluster spasssages with similar
content into spam clusters. CLUTO contains many differégdrithms for a variety of
text-based clustering problems, which have been wideljieghm research domains
like analyzing botnet activities [21]. After testing difent clustering algorithms im-
plemented in CLUTO, we choose the most scalableay bisecting algorithm, which
yields comparable clustering results to other more sojphistd algorithms.

Table 1. Example spam messages from the same clusters.

Raymond/ou won ... Go To apple.com.congratsuwon.)oodelrkfxxxxxﬂ
Laurenceyou won ... Go To apple.com.congratsuwon.xodercryxxxxx
You have been chosen ... Goto ipad3tests.xxx. E68xon 3rd page
You have been chosen ... Goto ipad3tests.xxx. Efecon 3rd page

Before applying CLUTO, we first compute a similarity matrot &ll the spam mes-
sages, using the-idf term weighting and the cosine similarity function. Opergton
the similarity matrix, thek-way bisecting algorithm repeatedly selects one of the ex-
isting clusters and bi-partitions it in order to maximizeragbefined criterion function.
The algorithm stops wheR clusters are formed. We explore different choicegcs



and select the largesf such that trivial clusters (i.e., which contain only one szgge)
start to appear after further increasifig Details regarding how to apply CLUTO for
clustering spam messages can be found in [22].

We manually investigate and validate the clusters idedtieCLUTO. Not surpris-
ingly, we find that spam messages within the same clusterearerglly similar except
for one or two words. Table 1 demonstrates examples of spassages that belong
to two different clusters, where the variant text conterttighlighted in blue italics.
We suspect that such variant content is specific to each sjzim vSpammers rely on
such content to distinguish and track responses from diftarictims and possibly get
paid according to the number of unique responses. In thevemabtain 2,540 spam
clusters that cover all the spam messages. We observe tisapfrthe clusters (92%)
contain multiple spam numbers and 48% can cover more thapakh sumbers. In the
follow-up analysis, we focus on the top 1,500 clusters whaghibit an intra-cluster
similarity greater than 0.8, and investigate the correfatiof the spam numbers inside
these clusters. These clusters cover totally over 85% aftherted spam messages.

7.2 Correlation of Spam Numbers

Device similarity. We start by comparing the device types associated with iigkdiv
ual spam numbers. We define ttievice similarityas the proportion of spam numbers
within each cluster that use the most dominant device ofdnater. Fig. 6[a] shows the
distribution of device similarities. For ease of companisawe bin spam clusters based
on their sizes with the purpose of ensuring enough sampleadh bin. We note that in
the rest of our analysis, we shall follow the same binningegud for consistency. We
observe that all the bins exhibit strong device similasitiee., all with a median sim-
ilarity greater than 0.5. Meanwhile, device similarityestgthens as the spam clusters
become larger. For example, the median device similarigype 0.8 for clusters with
more than 5 spam numbers. This suggests that spam numbkiis @ath cluster tend
to be associated with the same cellular device for launcéagn.

Account age differenceWe next consult the account information of the spam numbers
and identify their most recent account initiation datesiptd the occurrence of spam
traffic. We note that after purchasing a spam number, a spamiayespend some time
preparing for spamming by sending out a few test messagkisigitnis into consider-
ation, we refer to thaccount agef a spam number as the time span from the account
initiation date to the first date with observed active spanyniehaviors (i.e., the first
date with a spamming rate above 50 messages per hour baségl 8jh F

We measure thaccount age differencef spam numbers in each cluster using the
their median pairwise absolute account age difference dirs)d From Fig. 6[b], we
see the median values of such difference in all the bins dosvii@days. Such a small
difference indicates that most spam clusters employ spanbaets acquired within a
short time period, e.g., purchased from the same retaildgreasame time. In fact, for
30% of the clusters, spammers start spamming actively adahee date when all the
spam numbers are initiated, 73% within 3 days and 82% witheweek. This implies
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Fig. 6. Correlation of spam numbers belonging to the same spanectust

that monitoring and tracking purchases of bulks of phonelrensiby the same user can
be an effective way of alerting potential spam clusters.

Spamming time similarity. After investigating the similarity of demographic featsiye
we next compare the spamming patterns of spam numbers. WeXpkre whether
spam numbers within each cluster tend to send spam activelygithe same time pe-
riod. We define the time similarity as the median pairwiserlagping time (in hours)
with active spamming behaviors (i.e., more than 50 messagekour), which is dis-
played in Fig. 6[c]. In most of the bins, the median valuesabeve 20 hours, which
implies a strong temporal correlation among these spam atsnb

Spamming location similarity. Another spamming pattern we investigate is the spam-
ming locations of spam numbers. We defineltieation similarityas the proportion of
spam numbers within a cluster with primary spamming locegibeing the most dom-
inant one in that cluster. Fig. 6[d] displays the distribatiof the location similarity,
which again appears to be very significant. The similarigches 0.8 when the cluster
size equals 5 and drops slightly as cluster size furtheeasas. We investigate the clus-
ters with more than 20 spam numbers and find that many of tHeseemumbers have
primarily locations in closeby node-B’s. We suspect th& ifhbecause spammers want
to increase the spamming speed by deploying multiple nusrdderearby locations.

To summarize, various independent evidences from our sisadpove of the spam
clusters demonstrate that spam numbers within the samteichrs strongly correlated.
We believe that the spam numbers contained in the same rduste very likely em-
ployed by the same spammers. These spammers purchase d pdiooning devices
and phone numbers and program them to initiate spam. These spmbers thus ex-



hibit strong spatial and temporal correlations. Meanwhile observe that for more
than 80% of the clusters, the spam numbers in the clusteragnshilar spamming
rates and target selection strategies (i.e., in the sammgaatdefined in Fig. 4[a][b]). It
implies that spammers often program their spamming devicasimilar way (often at
the maximum speed allowable for the devices at the locatbtiee network). In com-
parison, spam numbers exhibit little correlation acroastelrs, indicating that different
clusters are likely caused by different spammers (likalgif different locations.

8 Implications on Building Effective SMS Spam Defenses

Based on our previous analysis on various aspects of SMS sparhers, in this sec-
tion, we pinpoint the inefficacy of existing solutions sgleéplying on user spam re-
ports. We then propose several novel and effective spanmsiefaethods.

8.1 Are User Spam Reports Alone Sufficient?

As we have mentioned, many cellular carriers today rely ariljmon user spam reports
for detecting and restricting spam numbers. Unfortunaseigh a user-driven approach
inevitably suffers from significant delay. For example, biack solid curve in Fig. 7
measures how long it takes for a spam number to be reportedsgfam starts (i.e.,
report delay. We consider a spam number starts spamming when it firshesaat
least 50 victims in an hour. From Fig. 7, we observe that oa$s Ithan 3% of the
spam numbers are reported within 1 hour after spam startse Man 50% of the spam
numbers are reported 1 day after. This is likely due to theeex¢ low spam report
rate. Compared with the huge volume of spam messages, &@s%4 th 10,000 of spam
messages were reported by users in the 1-year observatiod.pe

While most of the report delay is due to the extremely low spaport rate, even
users who do report spam may also introduce delay on thed; prtly due to the
inconvenient two-stage reporting method. The red dottedsdn Fig. 7 shows how fast
a user reports a spam message after receiving it. Since sacltan receive multiple
spam messages from the same spammer and can report the parhauenber multiple
times, we defineiser delayas the time difference between when the user reports a spam
message and thiast time that the user receives spam from that particular spamme
before the report. We observe in Fig. 7, among the users wiwtrepam, half of their
reports arrive more than 1 hour after they receive the spassages. Around 20% of
the spam messages occur after one day. In fact, even for tisese who report spam,
we find around 16.8% of them stop at the first stage and failpplgihe corresponding
spam numbers, not to mention the inaccurate spam recordeddy users mistyping
spam numbers.

Such report delay is amplified when used for detecting melpam numbers em-
ployed by the same spammers. For example, we measure tleseaport times of all
spam numbers in each of the clusters which we identified ini@&e& that contain at
least 5 spam numbers. Fig. 8 demonstrates the total timegrshrequired for users to
report 50%, 80% and all spam numbers in each cluster, regplgciVe again observe
a significant delay in user reports. In particular, for 80%hefclusters, it takes 20 hours



for users to report half of the spam numbers in them. It takes enore than 38 hours
for users to report 80% of the spam numbers in them.
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Fig. 7. Different kinds of delays associatedig. 8. Time for users to report multiple
with user reported spam messages. spam numbers in each cluster.

Therefore, spam defenses relying solely on the current $ys@m reports can be
late and can miss many spam numbers due to both the low repermd report delay.
Advertising can be useful to increase the users’ awareriglse spam reporting service
and hence can help increase the report rate. Meanwhilejtives (e.g., credits) pro-
vided by cellular carriers can encourage more users to repam they have received.
In addition, an enhancement of the existing cumbersomestage reporting method is
also important to prevent mistakes during spam reportimgétmmately increase spam
report rate. As an example, on smartphones, we are curidatloping a mobile-app
based solution which enables users to report spam via ogke silick.

8.2 Detecting Spam Numbers through Spatial/Temporal Corriations

In addition to improving the existing spam reporting, we e#so design more efficient
spam defenses that are less dependent on user spam repoitst&nce, although it
takes a long time for a majority of the spam numbers in eacstetuo be reported by
users, the first report regarding a particular spam numhkenaomes much faster. In
Fig. 7, we show for the top 1500 clusters in Section 7, how librigkes for the first
number in each cluster to be reported after any number inlttster starts spamming
(i.e.,cluster delay. For 15% of the top 1500 clusters, we find the earliest reparies
within an hour and for 70% of them the first report comes withihhours. Given our
observation that spammers often employ multiple spam numbece a number has
been reported, we can detect other related numbers eaylexgdboring their temporal
and spatial correlations with the reported number, instéadhiting for users to report
them.

We illustrate our idea in Algorithm 1, which consists of twongponents. First,
we continuously monitor all SMS senders in the network anéhtaa a watchlist of



phone numbers at different geolocations (node-B’s) thaelsnt SMS messages to
more than3 recipients in each time interval of lengi#f. Second, the detection part
is triggered by a confirmed spam number (e.g., from user spaorts). In particular,
when a spam number in the watchlist is confirmed, we look flothal other numbers
from the watchlist whose primary spamming locations (nede-B’s) is the same as
the confirmed number and report them as spam number canglidate

Algorithm 1 Detecting correlated spam numbers.
1: Input: T, B8
2: //Maintaining a watchlist
3: for all Locations! do
4:  Within the observation windoW', identify W,={nbr: nbr at location has sent SMS’s to
more thans recipientg, andW := UW;;
end for
. //Detecting spam numbers by geo/temporal correlations;
: loop
if A spam number is confirmed and: € W then
9: Obtain the locatior associated with;
10: Output spam number candidaiés — {z};
11: endif
12: end loop

NG

We simulate the detection process on a month long datasststiog of CDRs
and spam reports received during that month. The proposggditiim detects 5,121
spam number candidates, 4,653 (90.9%) of which were regptater by mobile users
via spam reports. We have the remaining unreported cardidiatestigated by fraud
agents. The investigation combines information sourcek as spam reports from on-
line forums (e.g., [24]), service plans, devices as welhasexpert knowledge. In the
end, 465 of them have been validated to be spam numbers.dnwtids, the proposed
algorithm is highly accurate, with only 3 (less than 0.06%)didates not yet verified.
In addition, we observe that in more than 93% of the casespithposed algorithm
detects spam numbers an hour ahead of user reports. Mor& 28armnd 40% of the
detection results are 10 hours and 1 day before user repgaxs.dn fact, more than
half of the spam messages can be reduced by detecting andtiegtspam numbers
using our method. From the perspective of spammers, thepegpmethod can only be
evaded by either reducing the spamming speed, employinggéesiumber for spam-
ming or distribute numbers at different network locatioNsvertheless, any of them
will either limit the impact of spamming or significantly irease the management cost.

8 We note that, the process of maintaining watchlists is simals running a real-time spam
detection purely based on behavioral statistics assaloeta individual phone numbers. Here
we only utilize SMS volume (fan-out) as the feature and apphard threshold for detecting
suspicious phone numbers. However, more sophisticatédrésa e.g., SMS message inter-
arrival time, entropy based features, etc., and more igégit thresholds [6,23], can be applied
to further improve the accuracy of the watchlists. For pietary reasons, the specific choices
of parameterg andT" will not be released in this paper.



8.3 Trapping Spammers using Honeypots in the Phone Number $jge

Because random spamming is the most dominant target selesttiategy adopted by
spammers, we can explore such randomness to detect spanersuwithout relying
on user spam reports at all. One idea is to empiogssignegphone numbers owned
by the carrier ahioneypot number® trap spam messages. These honeypot numbers
apparently do not participate in SMS communications andcbemy SMS messages
towards these numbers are likely to be spam. Spammers, astltbe hand, are hard
to avoid touching these numbers due to the random spamnaiggies they employ.
Therefore, by correlating SMS messages collected at diftdroneypot numbers (with
an adequate density), we can potentially detect spam nisnmbech faster and more
accurately, without acquiring the assistance from usemsjggorts.

Deploying honeypot numbers can sometimes be costly andatinlf spam mes-
sages targeting these numbers often require additionaliress. One alternative is to
monitor messages to existi®@MS inactivgphone numbers, referred to geey phone
numbersThese grey phone numbers are associated with data onlyeddike laptops,
data modems, ereaders, etc., and machine-to-machine auicatian devices, such as
vending machines, security alarms and vehicle trackingcésyetc. Because these de-
vices rarely communicate through SMS, they behave like yyootnumbers and hence
any messages towards them are also likely to be spam. Fadlsdegarding the grey
phone number based spam detection method, please see [25].

9 Conclusion and Future Work

In this paper, we carried out extensive analysis of SMS spgivities in a large cellular
network by combining user reported spam messages and spgamrkeecords. Using
thousands of spam numbers extracted from these spam repertstudied in-depth
various aspects of SMS spamming activities, including spars device type, tenure,
voice and data usage, spamming patterns and so on. We foanhthtst spammers
selected victims randomly and spam numbers sending siteildrmessages exhibit
strong similarities and correlations from various persipes. Based on these facts, we
proposed several novel spam detection methods which dératatspromising results
in terms of detection accuracy and response time. Our futor& involves designing
user friendly spam reporting framework to encourage mopens and developing a
system for real-time spam detection based on our analysidise
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